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Abstract

Two protagonists face an intertemporal allocation problem. Each has limited, indivisible resources and must decide how best to "spend" them over time. We formulate this problem as a continuous-time game, using techniques recently developed by Simon and Stinchcombe. For the class of parameters that we consider in this paper, the problem has a unique solution, with surprising properties.

*The author has benefited greatly from discussions with Martin Osborne Carolyn Pitchik, Suzanne Scotchmer, Bill Zame and, especially, Maxwell Stinchcombe.
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This paper is part of a series that develops a new approach to modeling continuous time games. In the first paper (Simon-Stinchcombe [10]), we studied a pure strategy model in which agents were allowed to move finitely many times. In the second (Simon [9]), we introduced behavior strategies, but restricted attention to games that end at the instant that some agent moves. We proposed a "calculus for continuous time games," which enabled us to solve a certain class of timing games with a minimum of computation. This paper combines and illustrates the methodologies of the two earlier papers in the context of a specific application. We exploit our "calculus" to study a problem that would be extremely tedious to solve in discrete time, and impossible to model using conventional continuous-time techniques. Consider the following scenario.

I. The Problem.

Two gunfighters stand at either end of a dusty street. Each has a Colt 45 and spare bullets. Apart from their ammunition supplies, they are equally matched. As they begin to walk toward each other, their accuracy increases. Since both bullets and time are expensive, they prefer not to waste either. The guns have no silencers, so that each fighter can keep track of the number of bullets his opponent has left to fire. Who will fire first? In what order will subsequent bullets be fired? Will the bullets be fired sooner or later than the optimal times? Will agents' aggregate payoffs be higher or lower as the disparity between their initial numbers of bullets is increased?

Our protagonists face an intertemporal allocation problem. Each has limited, indivisible resources, and must decide how best to allocate them over time. Since economic agents frequently face problems of this kind, the answers to the questions raised above are of interest to economists. Indeed, the scenario above can be rephrased as the following problem for industrial organization theorists.

---

1 For an alternative approach to modeling continuous time games, see Stinchcombe [12].

2 We also draw extensively on ideas that will appear in a third paper (Simon-Stinchcombe [10]) which is still in preparation.

3 Simon [9] discusses in detail the advantages of continuous time relative to discrete time for problems of this kind and points out why conventional continuous time techniques are inappropriate.

4 Our benchmark notion of optimality is the usual one: we solve the single person decision problem that defined by maximizing the sum of agents' expected payoffs.
There is a large potential market for some medical product. Two firms can produce the product, but neither has obtained government certification. To obtain this, a firm must undertake a costly pilot study, which may or may not succeed. As time passes and the products are refined, the probability of a successful pilot study increases. Each firm has limited financial resources and so can initiate only a finite number of studies; if all of these fail, it must quit the race. If exactly one firm obtains certification, it earns flow profits until a finite time horizon is reached. If both are certified, price competition drives profits to zero. The firms are identical except for their financial resources.

The analysis below is concerned with the economic rather than the Western scenario. We will, however, borrow some convenient duelling terminology. In particular, our protagonists will "shoot bullets" rather than "undertake pilot projects." Our main result addresses the following question. Assuming that agents start out with unequal numbers of bullets, who will shoot the first bullet and when? In what order and at what times will the remaining bullets be fired? Intuition strongly suggests that the agent who starts out with more bullets will fire first, and continue to do so until he has no more bullets than his adversary; once this point is reached, we would expect an alternating pattern thereafter. This intuition is incorrect. In the unique equilibrium for our model, the player who starts out with fewer bullets will fire the first shot. If this bullet misses, he will keep on shooting until he either scores a hit or runs out of bullets. The second player will hold his fire until the first has completely exhausted his supply of bullets.

Since some readers may be unfamiliar with the techniques developed in [9] [10] [11], we will study this problem at two levels. We first analyze it informally, highlighting the economic principles involved and using conventional economic reasoning. We then introduce our continuous-time model. We will proceed heuristically, presuming no prior familiarity with our methodology. Even so, less specialized readers may well be content with the first level of the analysis.

We conclude with some caveats about our result. Our purpose in this paper is to develop an interesting point and illustrate continuous-time game theory, rather than prove an abstract theorem. With this in mind, we impose some special restrictions. First, we consider only the most elementary functional form. In particular, we assume that the probability of a hit (or success) increases linearly with time. Second, our

\[5\] The only role this assumption plays is to guarantee that our duopolists always fire strictly before the time that a monopolist with the sum of their bullets would fire. This is certainly an intuitive property and, obviously, does not depend on linearity, per se.
model has a unique and easily computed solution only for a certain range of parameter values. We have been unable to identify this range by analytic methods. There is, however, a simple computational test we can perform, to see whether the parameters for a given game fall within this range. Our results apply to the class of games that pass this test. By running the test repeatedly, we have verified that this is a rather large class. Finally, we impose two rather arbitrary restrictions on agents’ strategies. Without question, these restrictions are unobjectionable from a behavioral standpoint. They are, however, distasteful because they are ad hoc. On the other hand, they drastically simplify our analysis.

The paper is organized as follows. In section II we analyze the problem at an heuristic level and state the results. Our continuous-time model is introduced in section III and formalized in section IV. In section V we construct equilibrium strategies for the game.

II. An introduction to the analysis

Our aim in this section is to introduce and motivate our result. We will ignore several delicate modelling issues; indeed, we shall not even specify an explicit model! Our duel is played on the interval [0, 2). (The horizon is set equal to ‘2’ to simplify the arithmetic.) There are two players. Each player can fire at any time he chooses. If he fires at \( t \leq 1 \), his chance of scoring a hit is \( t \); if he fires beyond \( t = 1 \), he scores a hit with certainty. If one or more players fire a bullet, play is momentarily frozen, while "nature" determines whether any bullet will hit its target. If a hit is scored, the game is over. If exactly one player scores, he is declared the winner. If both players score, then nobody wins. (This is consistent with the scenario we outlined on pp. 1-2: we assumed that if both firms’ projects succeeded, price competition would drive profits to zero.) If each bullet misses, then play resumes immediately and continues until either some player scores a hit or all bullets have been fired.

Our two players will be called \( i \) and \( j \). The ‘generic’ player will be denoted by \( i \) (iota) and the generic ‘other player’ by \( -i \) (not iota). A multistage duel is completely described by a triple \((\beta^*, \pi^*, c^*)\). \( \beta^* = (\beta^*_i, \beta^*_j) \) is a pair of integers, denoting the number of bullets with which \( i \) and \( j \) start out the game.

---

6 Assumptions F3 and F5, specified in section IV below.

7 For ease of exposition, we assume these players are male.
This pair will be called the endowment vector for the duel. The scalar $c^* > 0$ denotes the resale value of each bullet. If an player wins the game at $t$, he earns a flow profit of $\pi^*$ from $t$ until time $2$. Thus, if the game ends at $t$, and a player has fired $n$ bullets, his ex post payoff will be $-n c^*$ plus, if he wins, the "prize" of $n \pi^*(2 - t)$. We assume that $\pi^* > c^*$, so that playing the game is individually rational.

If $i$ has bullets and $j$ has none, the game reduces to a single person decision problem and is trivial to solve. Set $\Pi^{i,0}_i = 0$. When $i$ has $\beta_i$ bullets, we shall say that we are in phase $(\beta_i, 0)$ of the duel. Let $L^{\beta_i,0}_i(t)$ denote $i$’s payoff if he fires his $\beta_i$-th to last bullet at $t$ and, if he misses, fires at the optimal times thereafter. Clearly, for $t$ less than the time he should fire his $\beta_i$-th to last bullet,

$$L^{\beta_i,0}_i(t) = t\pi^*(2 - t) - c^* + (1 - t)\Pi^{\beta_i-1,0}_i$$

(2.1)

Let $t^{\beta_i,0}$ denote the maximizer of $L^{\beta_i,0}_i(t)$ and $\Pi^{\beta_i,0}_i$ denote $i$’s expected payoff when he fires at this time. It is easy to verify that $(t^{\beta_i,0})$ is a strictly decreasing sequence, starting at $t^{1,0} = 1$. Set $\Pi^{0,0}_j = 0$.

We now consider the duopoly phases of the duel, in which each agent has bullets. For $\beta = (\beta_i, \beta_j) > 0$, we will say that we are in phase $\beta$ of the duel if player $i$ has $\beta_i$ bullets remaining. We will solve the duopoly phases one at a time, using backward induction. We start with phase $(1,1)$, and then proceed to $(2,1), \ldots, (\beta_i,1), (2,2), (3,2)$, etc. Once we have determined how players will play, if at any time they enter a phase with fewer bullets than $\beta$, we can determine agents’ expected payoffs if one or both of them fire at any time in phase $\beta$.

8 We can then reduce this phase to a strategically equivalent "single move" game that ends as soon as one agent fires. Payoffs in this game correspond to the payoffs that would result if agents played in the predetermined way once they left phase $\beta$. Since there will not be a unique equilibrium way to continue to play, there will be many single move games that correspond equally well to each phase of the original game. We will establish, however, that these games are all identical "on the equilibrium path."

The single-move games we construct are examples of a classical problem in game theory, known as the "noisy duel."9 To distinguish these simple games from our original, multi-stage duel (which is also noisy).

8 Of course, we have not yet even defined the game in which these strategies will be played! We will be able to establish, however, the kinds of outcomes that these strategies must generate.

9 A noisy duel is so named because each player can hear his opponent’s bullet at the instant it is fired. In a silent duel, by contrast, the shots cannot be heard, so that at any given time, $i$ cannot determine whether $j$ has fired and missed or is has been holding his fire.
we will refer to them as classical duels. Since the classical duel plays a fundamental role in our subsequent analysis, we will study it in some detail.

The classical duel.

In a classical duel, each player must choose a time in [0, 2) to fire one bullet. If \( i \) fires at time \( t \) and \( j \) does not, we will say that \( i \) leads and \( j \) follows at \( t \). Alternatively, both players may fire simultaneously at \( t \). To define a payoff function for the classical duel, we must specify the payoff that player \( i \) will receive if either or both players fire at any \( t \in [0, 2) \). We call these the "lead," follow" and "fire simultaneously" functions for player \( i \). In the generic duel, we denote them, respectively, by \( L_i(\cdot) \), \( F_i(\cdot) \) and \( S_i(\cdot) \). To avoid trivalities, we will always assume that if neither player ever fires, each earns a payoff of minus infinity. We will also need to analyze the "subduels" of a given duel. Given \( \tau \in [0, 2) \) and a classical duel \( CD \), we denote by \( CD(\tau) \) the subduel of \( CD \) that begins at \( \tau \). This game is defined by restricting the payoff functions for \( CD \) to the interval \( [\tau, 2) \), and starting play at time \( \tau \).

The classical duels corresponding to phase \((1,1)\) are easy to solve. We will show that if players start playing in this phase at time zero, then in any equilibrium, the first bullet will be fired at the time \( t^{1,1} \) at which each player is indifferent between leading and following. That is, \( t^{1,1} \) must solve the equation

\[
L_i^{1,1}(t) = \pi^*(2 - t) - c^* = (1 - t)(\pi^* - c^*) = F_i^{1,1}(t).
\]

(2.2)

Call \( t^{1,1} \) the firing time for phase \((1,1)\). In any equilibrium, exactly one player fires at this time. There is a unique equilibrium payoff vector, \( \Pi_1^{1,1} \), defined by:

\[
\Pi_1^{1,1} = (\Pi_i^{1,1}, \Pi_j^{1,1}) = (t^{1,1}, \pi^*(2 - t^{1,1}) - c^*, (1 - t)(\pi^* - c^*)).
\]

(2.3)

An important fact is that \( t^{1,1} < t^{2,0} \), where \( t^{2,0} \) is the optimal firing time for an industry with two bullets.

If players enter phase \((1,1)\) at some time \( t > t^{1,1} \), the next bullet will be fired immediately. There are three possible outcomes. For each \( t \), there is an equilibrium in which \( t \) fires with probability one and \(-t \) fires with probability zero. The third outcome is random. Each outcome generates a distinct payoff vector.

---

Clearly, the two games have very different properties. For other discussions of this game, see Pitchik [7], Hendricks-Wilson [6] and Dixit [11]. Pitchik's paper contains a useful list of references.
Phase (2.1): introducing our main result.

As we have observed, there are many classical duels that correspond to this phase. However, their payoff functions all agree on the interval \([0, t^{1.1}]\).\(^{10}\) Moreover, there is a unique equilibrium outcome that is common to each of them and is completely determined by payoffs on the above interval. With no essential ambiguity, therefore, we can refer to the duel corresponding to phase (2,1), denoted by \(CD^{2.1}\). For each \(i\), the lead and follow payoffs will be denoted by \(L_i^{2.1}(\cdot)\) and \(F_i^{2.1}(\cdot)\). We will specify these payoffs only on the interval \([0, t^{1.1}]\). If \(i\) leads at time \(t < t^{1.1}\), he will score a hit with probability \(t\). With the remaining probability, the duel will enter phase (1,1), the next bullet will be fired at \(t^{1.1}\) and agents will earn the payoff vector \(\Pi^{1.1}\). If \(j\) leads and misses at \(t\), then he earns nothing and \(i\) earns \(\Pi_i^{1.0}\). Summarizing, for \(t \in [0, t^{1.1}]\),

\[
\begin{align*}
L_i^{2.1}(t) &= t\pi^*(2 - t) - c^* + (1 - t)\Pi_i^{1.1} \\
F_i^{2.1}(t) &= (1 - t)\Pi_i^{2.0} \\
L_j^{2.1}(t) &= t\pi^*(2 - t) - c^* \\
F_j^{2.1}(t) &= (1 - t)\Pi_j^{1.1}
\end{align*}
\]

(2.4.a) (2.4.b) (2.4.c) (2.4.d)

Obviously, \(L_i^{2.1}(\cdot)\) is strictly increasing and, for each \(i\), \(F_i^{2.1}(t)\) is strictly decreasing. Also, as one would expect, \(\pi^*(2 - t)\) exceeds \(\Pi_i^{1.1}\) on \([0, t^{1.1}]\) so that \(L_i^{2.1}(\cdot)\) is also strictly increasing on this interval. An important property of this game is that for each \(i\), there is a time \(t_i < t^{1.1}\) at which \(L_i^{2.1}(\cdot)\) intersects \(F_i^{2.1}(\cdot)\). Moreover, these times are different for each player.

When modelled as a closed-loop, continuous-time game, \(CD^{2.1}\) has a unique solution. The bullet is fired with probability one at \(\max(t_i, t_j)\). Denote this time by \(t^{2.1}\) and call it the firing-time for phase (2.1). The player who fires the bullet will be the one whose lead function first intersects his follow function. It turns out that that this player is \(j!\)

This result is at first sight surprising. Since \(i\) has a "second chance," while \(j\) does not, we might expect \(i\) to be the first to shoot. Indeed, this latter conclusion is suggested by the law of diminishing returns: \(i\)

\(^{10}\) The reason is that these payoff functions are determined by the different possible equilibrium strategies for phase (1,1). As we have observed, all of the equilibria for phase (1,1) agree, provided agents enter the phase before \(t^{1.1}\). If they enter after this time, there are several distinct equilibrium outcomes.
presumably values his second bullet less highly than his first, and so should be more willing than \( j \) to risk "wasting" a bullet in the hope of scoring an early hit. As we shall see, these intuitions are incorrect. They fail to take into account the nature of the trade-off faced by \( i \). In addition to the obvious "first-mover advantage," there is a less obvious "second-mover advantage" that more than offsets the former. To see this, suppose that \( i \) fires first and, if he misses, fires second. In this case, both of his bullets will be fired "too early." If \( j \) fires first and misses, on the other hand, \( i \) will become a monopolist and will fire his bullets at the optimal times. It turns out that in equilibrium, the gain to firing at the optimal times rather than suboptimally more than offsets the risk \( i \) takes that he will never get to shoot, because \( j \)'s bullet finds its target.

We now explain the argument in more detail. To establish that player \( j \) is the one to fire at this time, we need only establish that at \( t^{2,1} \), \( j \) already strictly prefers leading to following. Observe from (2.4.a)-(2.4.d) that \( i \)'s payoffs both to leading and following exceed the corresponding payoffs for \( j \). We will show that the difference between the two players' 'follow' payoffs strictly exceeds the difference between their 'lead' payoffs. As a consequence, the intersection of \( i \)'s lead and follow functions must occur strictly later than the corresponding intersection for \( j \). From (2.4.b) and (2.4.d) above, the difference between \( F_{i}^{2,1}(t) \) and \( F_{j}^{2,1}(t) \) is \((1 - t)(\Pi_{i}^{2,0} - \Pi_{j}^{1,1})\); From (2.4.a) and (2.4.c), the difference between \( L_{i}^{2,1}(t) \) and \( L_{j}^{2,1}(t) \) is \((1 - t)\Pi_{j}^{1,1}\. (These differences are illustrated in Figure 1 for \( \pi^{*} = 2 \) and \( c^{*} = 1 \).) To establish that the former difference exceeds the latter, therefore, we need only show that \( \Pi_{j}^{2,0} > \Pi_{j}^{1,1} + \Pi_{i}^{1,1} \), i.e., that the payoff that a monopolist with two bullets receives strictly exceeds the aggregate payoff for the two players in phase (1,1). But this inequality must be satisfied, because the monopolist fires at the optimal times for an industry with two bullets, while in the duopoly (1,1), the first bullet is fired too early. More precisely, we have:

\[
\Pi_{i}^{1,1} + \Pi_{j}^{1,1} = L_{i}^{1,1}(t^{1,1}) + F_{i}^{1,1}(t^{1,1})
\]

\[
= t^{1,1}\pi^{*}(2 - t^{1,1}) - c^{*} + (1 - t^{1,1})(\pi^{*} - c^{*})
\]

\[
= t^{1,1}\pi^{*}(2 - t^{1,1}) - c^{*} + (1 - t^{1,1})\Pi_{i}^{1,0}
\]

\[
= L_{j}^{2,0}(t^{1,1}) < L_{i}^{2,0}(t^{1,2}) \equiv \Pi_{i}^{2,0}.
\]

The first three equalities follow, respectively from equations (2.2), (2.3) and (2.1). The inequality holds because \( t^{2,0} \) is the unique maximizer of \( L_{i}^{2,0}(t) \).
The generic phase of the problem.

Fix a pair $\beta$, where, for convenience, we assume $\beta_i > \beta_j + 1$. Assume that for every pair $(\beta_i', \beta_j') \leq \beta$, there is a common, unique solution for each of the classical duels corresponding to phase $(\beta_i', \beta_j')$. (We will return to this assumption at the end of the section.) Let $t^\beta$ and $\Pi_i^{\beta_i, \beta_j}$ denote, respectively, the timing and equilibrium payoff vector for phase $(\beta_i', \beta_j')$. An important fact is that $t^{\beta_i, \beta_j, -1} < t^{\beta_j, \beta_i, -1}$; that is, the bullet is fired sooner in the less asymmetric phase than the more asymmetric one.

Our analysis of this phase exactly parallels our analysis of phase (2,1). All of the classical duels corresponding to this phase have identical payoffs on the interval $[0, t^{\beta_i, \beta_j, -1}]$. Moreover, there is a common, unique solution for each of these duels, which is completely determined by payoffs on the above interval. Once again, therefore, we will refer to the duel corresponding to phase $\beta$, and will denote it as $CD^\beta$.

For each $t < t^{\beta_i, \beta_j, -1}$, the lead and follow functions for each player are defined as follows:

\[
L_i^\beta(t) = \pi_i^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta_i, \beta_j, -1} \quad (2.6.a)
\]
\[
F_i^\beta(t) = (1 - t)\Pi_i^{\beta_i, \beta_j, -1} \quad (2.6.b)
\]
\[
L_j^\beta(t) = \pi_j^*(2 - t) - c^* + (1 - t)\Pi_j^{\beta_i, \beta_j, -1} \quad (2.6.c)
\]
\[
F_j^\beta(t) = (1 - t)\Pi_j^{\beta_i, \beta_j, -1} \quad (2.6.d)
\]

The duels corresponding to this phase will all share a common, easily computable solution if:

for each $t$, the functions $L_i^\beta(t)$ and $F_i^\beta(t)$ intersect before $t^{\beta_i, \beta_j, -1}$  

\[(*)\]

For the moment, we will assume that $(*)$ is satisfied and return to this assumption at the end of the section.

To establish that player $j$ fires in this phase, we need to show that throughout $[0, t^{\beta_i, \beta_j, -1}]$:

\[
F_i^\beta(\cdot) - F_j^\beta(\cdot) > L_i^\beta(\cdot) - L_j^\beta(\cdot). \quad (2.7)
\]

In this general case, it is less easy to see why this inequality should hold. Once we have established (2.7),

\[11\] See footnote 10 above. The equilibria for phase $(\beta_i, \beta_j)$ all agree before $t^{\beta_i, \beta_j, -1}$; similarly, for phases $(\beta_i, \beta_j, -1)$ and $(\beta_i, \beta_j, -1)$, the equilibria all agree before, respectively, $t^{\beta_i, \beta_j, -1}$ and $t^{\beta_i, \beta_j, -1}$. $t^{\beta_i, \beta_j, -1}$ is the smallest of these three times.
however, we can conclude as before that $i$'s intersection occurs later than $j$'s, so that, as in phase $(2.1)$, $j$ fires the bullet at $i$'s intersection time.

From (2.6.b)-(2.6.d) above, the difference between $F_i^\beta(t)$ and $F_j^\beta(t)$ is $(1-t)(\Pi_i^{\beta, \beta_j^{-1}} - \Pi_j^{\beta, \beta_j^{-1}})$; from (2.6.a) and (2.6.c), the difference between $L_i^\beta(t)$ and $L_j^\beta(t)$ is $(1-t)(\Pi_i^{\beta, -1, \beta_j} - \Pi_j^{\beta, -1, \beta_j})$. To establish (2.7), therefore, we need only show that $\Pi_i^{\beta, \beta_j^{-1}} + \Pi_j^{\beta, \beta_j^{-1}} > \Pi_i^{\beta, -1, \beta_j} + \Pi_j^{\beta, -1, \beta_j}$. That is, (2.7) will hold if and only if aggregate profits in phase $(\beta, \beta_j^{-1})$ exceed those in phase $(\beta, -1, \beta_j)$. Now since $\beta_i > \beta_j$, the two players are less evenly matched in the former phase than in the latter. It seems quite likely, therefore, that aggregate payoffs will be higher in the former phase. The intuition is that when players are less evenly matched, competition between them is less intense, so that downward pressure on profits is weaker. Indeed, this intuition is consistent with several studies of related problems in the literature.12

While this intuition is persuasive, it is by no means straightforward to verify. The proof is deferred to the Appendix. What follows is a very brief outline of the argument. We first establish that in every duopoly phase of the duel, the bullet is fired earlier than in the corresponding monopoly phase. That is, for each $\beta_i' \geq \beta_j' > 0$, the firing time, $t^{\beta_i'}$, in phase $(\beta_i', \beta_j')$ occurs strictly earlier than the time, $t^{\beta_i, \beta_j, 0}$, that would maximize aggregate profits. As we have observed, this seems as though it should be an easy fact to establish. In fact, it is the most difficult step in the proof, and the only one for which we have no economic intuition!

Assume that we have established that player $j$ fires the bullet in phases $(\beta, \beta_j^{-1})$ and $(\beta, -1, \beta_j)$. (Since $\beta, > \beta_j + 1$, $j$ still has fewer bullets in phase $(\beta, -1, \beta_j)$). We first argue that the firing time in phase $(\beta, \beta_j^{-1})$ will be later than it is in phase $(\beta, -1, \beta_j)$. By assumption, $j$ fires in each of these phases at the moment that $i$'s lead and follow functions intersect. We need to establish, therefore, that $i$'s intersection will occur later in phase $(\beta, \beta_j^{-1})$ than in phase $(\beta, -1, \beta_j)$. The intuition runs as follows. In the latter phase, $j$ is "one miss closer" to running out of bullets than he is in the former. Moreover, $i$ has one more bullet at his disposal in the latter phase. Consequently, following is even more attractive relative to leading in phase $(\beta, \beta_j^{-1})$ than it is in phase $(\beta, -1, \beta_j)$. Therefore, the time at which $F_i^{\beta, \beta_j^{-1}}(\cdot)$ intersects $L_i^{\beta, \beta_j^{-1}}(\cdot)$ occurs

12 See, for example, Fudenberg et al. [5], Harris-Vickers [5], Grossman-Shapiro [4].
strictly later than the time at which $F_i^{\beta_i-1,\beta_j}()$ intersects $L_i^{\beta_i-1,\beta_j}()$. It now follows that $t^{\beta_i,\beta_j-1}$ occurs later than $t^{\beta_i-1,\beta_j}$. The final step of the argument is immediate. The firing time in phase $(\beta_i-1,\beta_j)$ occurs sooner than the optimal firing time in the corresponding monopoly phase $(\beta_i+\beta_j-1,0)$. The monopoly phase that corresponds to phase $(\beta_i,\beta_j-1)$ is also $(\beta_i+\beta_j-1,0)$, so that the optimal firing time for phase $(\beta_i-1,\beta_j)$ is also $t^{\beta_i+\beta_j-1,0}$. That is, $t^{\beta_i-1,\beta_j}$ is even earlier than $t^{\beta_i,\beta_j-1}$ while $t^{\beta_i,\beta_j-1}$ is already too early. Moreover, aggregate profits are a strictly concave function of time. Therefore, they must be lower in phase $(\beta_i-1,\beta_j)$ than in phase $(\beta_i,\beta_j-1)$.

A uniqueness test for multi-stage duels.

To conclude this section, we return to the issue of whether or not the classical duels associated with phase $\beta$ will have unique solutions. The answer depends on whether or not condition (*) defined on p. 8 above will be satisfied for this phase. It is easy to check that for any $\beta$, this condition will always be satisfied in phase $(\beta_i,1)$. For $\beta$ such that $\beta_i > \beta_j > 1$, however, assumption (*) will not always hold. That is, there are parameter values such that when $i$’s payoffs to leading and following are defined according to (2.6.a)-(2.6.b) above, $F_i^\beta()$ will strictly exceed $L_i^\beta()$ throughout the interval $[0, t^{\beta_i-1,\beta_j})$. When this happens, we will be unable to solve phase $\beta$ without taking into account agents’ continuation payoffs if the phase continues beyond $t^{\beta_i,\beta_j-1}$. These values will not be uniquely defined, and the our task will be much more complicated. Accordingly, we will restrict our attention to the range of parameters for which (*) is satisfied.

We have been unable to identify this range by analytic methods. There is, however, a simple numerical test that we can perform to check the condition. This test can easily be run on a computer. We have in fact run it many times, and verified that for a wide range of parameter values, condition (*) will indeed be satisfied. Whenever it is, we can follow the inductive procedure described above and construct the unique solution for our multistage game.

---

13 The condition is more likely to be satisfied for given $\beta$, the smaller is $c^*$ relative to $\pi^*$. Indeed, when $c^* = 0$, the condition was satisfied for all numbers that we tested (up to twenty bullets each).
The easiest way to explain our test is by analogy. Faced with a constrained maximization problem, the first step is to solve the corresponding unconstrained problem. If the latter problem has a solution that lies inside the original constraint set, then this solution will also solve the constrained problem. Our constrained problem that does not involve maximization, but we are looking for an interior solution. The constraint in our problem is condition (*) on p. 8. The algorithm below solves the sequence of problems defined by simply ignoring this constraint. If the "test firing times" defined by this algorithm all satisfy constraint (*), then these will also be the unique firing times that solve our problem. We now state the test.

Fix a triple \((\beta^*, \pi^*, c^*)\). For each \(\beta_i\), define the vectors \(\Pi^{\beta_i,0}\) and \(\Pi^{0,\beta_i}\) to be the solutions to the monopoly phases \((\beta_i,0)\) and \((0,\beta_i)\) of the corresponding multistage duel. That is, set \(\Pi^{\beta_i,0}\) equal to the vector \(\Pi^{\beta_i,0}\) defined on p. 4. Now fix \(\beta \leq \beta^*\) and assume that \(\Pi^{\beta,-1,\beta_j}\) and \(\Pi^{\beta,\beta_j-1}\) have been defined.\(^{14}\) For \(i = i, j\), define the test payoff functions \(L_i^\beta(\cdot)\) and \(F_i^\beta(\cdot)\) on the interval \([0, 1]\) as follows.

\[
\begin{align*}
L_i^\beta(t) &= \pi^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta,-1,\beta_j} \\
F_i^\beta(t) &= (1 - t)\Pi_i^{\beta,\beta_j-1}
\end{align*}
\]

\[\text{(2.6.a')}
\]

\[
\begin{align*}
\tilde{L}_i^\beta(t) &= \pi^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta,-1,\beta_j} \\
\tilde{F}_i^\beta(t) &= (1 - t)\Pi_i^{\beta,\beta_j-1}
\end{align*}
\]

\[\text{(2.6.b')}
\]

For each \(i\), let \(\bar{T}_i^\beta\) be the solution to \(\bar{L}_i^\beta(\cdot) - \bar{F}_i^\beta(\cdot) = 0\). The left hand side is a quadratic with a unique solution on \([0, 1]\). Now set \(\bar{T}^\beta = \max(\bar{T}_i^\beta, \bar{T}_j^\beta)\). Finally, for each \(i\), define \(\bar{\Pi}_i^\beta = \bar{L}_i^\beta(\bar{T}^\beta)\). Call \(\bar{T}^\beta\) the test firing time for phase \(\beta\) and \(\bar{\Pi}_i^\beta = (\bar{\Pi}_i^\beta, \bar{\Pi}_j^\beta)\) the test payoff vector for phase \(\beta\). Proceed in this way to construct \(\bar{T}^{\beta'}\), for every \(\beta' \leq \beta^*\).

Suppose that each of the test firing times defined above satisfy condition (*). Let \(f\) be any equilibrium profile for the multistage duel with parameters \((\beta^*, \pi^*, c^*)\). Pick any duopoly phase \(\beta \leq \beta^*\). We will show

\[\text{\textsuperscript{14} More specifically, we proceed inductively as follows. We first determine } \Pi_i^{1,1} \text{. For } \beta > 1, \text{ once } \Pi_i^{\beta,-1,1} \text{ and } \Pi_i^{0,\beta} \text{ have been determined, we have enough information to determine } \Pi_i^{\beta,1}. \text{ Now fix } \beta_j \text{ and assume that we have determined } \Pi_i^{\beta,\beta_j-1} \text{, for every } \beta_j. \text{ In particular, we will have determined } \Pi_i^{\beta,\beta_j-1} \text{ and } \Pi_i^{\beta,-1,\beta_j} \text{ so we can determine } \Pi_i^{\beta,\beta_j}. \text{ Finally, for } \beta > \beta_j, \text{ once } \Pi_i^{\beta,-1,\beta_j} \text{ and } \Pi_i^{\beta,\beta_j-1} \text{ have been determined, we can proceed as follows.}\]
that the payoff functions for the phase $\beta$ classical duel defined by playing $f$ beyond phase $\beta$ coincides on $[0, \tilde{r}^{\beta,-1,\beta})$ with the "test payoff functions" defined by (2.6.d')-(2.6.d') above. Moreover, we will show that when $f$ is played in this phase starting from $t \leq \tilde{r}^\beta$, the bullet will be fired with probability one at $\tilde{r}^\beta$.

Since this will be true for every $\beta$, we have the following result:

Prop'n I: Consider the triple $(\beta^*, \pi^*, c^*)$, where $\beta^* = \beta^*$ and $\beta^*_i \geq \beta^*_j$. Define the family of scalars $(\tilde{r}^\beta_{t})_{(\beta^*, \pi^*, c^*)}^{(\beta^*, \pi^*, c^*)}$ according to the algorithm above. If $\tilde{r}^\beta < \tilde{r}^{\beta,-1,\beta}$, for all $1 \leq j \leq \beta^*_i$ and all $\beta_i \leq \beta_i \leq \beta^*_i$, then there is a unique equilibrium payoff vector for the multi-stage duel defined by $(\beta^*, \pi^*, c^*)$, which coincides with the test payoff vector $\tilde{r}^\beta$.

For the remainder of the paper, we will restrict our attention to multistage duels that pass our test.

Results.

Since we have not yet defined our continuous time game, our results are stated in a nontechnical way.

Our main result is:

Th'm II: Consider the multistage duel with parameters $(\beta^*, \pi^*, c^*)$. Assume that these parameters pass the test specified in Proposition I. If $\beta^*_i > \beta^*_m$, the game has a unique equilibrium outcome, generating the payoff vector $\Pi^\beta$, defined inductively as above. Moreover, $t$ will fire a bullet only if $-t$ has already fired all of his. That is, the phases of the game that will be reached with positive probability are $((\beta^*_i, \beta^*_m), (\beta^*_i, \beta^*_m-1), \ldots, (\beta^*_i, 0), (\beta^*_i-1, 0), \ldots, (1, 0))$. If phase $\beta$ is reached, the bullet will be fired at $r^\beta$, defined inductively as above. If $\beta^*_i = \beta^*_j$, then there are three equilibrium outcomes. For each $t$, there is an equilibrium in which $t$ never fires a bullet unless $-t$ has fired all of his. There is a third one in which, for each $t$, with probability $\frac{1}{2}$, $t$ never fires a bullet until $-t$ has fired all of his.

We outlined a nontechnical version of the proof of this result in the preceding section. The details are deferred to the Appendix.

In order to prove Theorem II, we established another result. Since we believe it to be of independent interest, we will state it as separate theorem. It compares the efficiency of two duels that are identical except for the initial relative strengths of the two agents. It states that if one bullet is transferred from the weak player to the strong player, then competition will be less intense and aggregate efficiency will increase.
Thm III: Consider two multistage duel with parameters \((\theta^*, \pi^*, c^*)\) and 
\(\left(\beta_j^*, \beta_{j'}^j, \pi^*, c^*\right),\) where \(\beta_j^* \geq \beta_{j'}^j.\) Aggregate expected payoffs are higher in 
the second duel. Moreover, each bullet in the second duel is fired later than the 
corresponding bullet in the first. That is, for each \(1 \leq \beta_j \leq \beta_{j'}^*, \gamma^* \geq \gamma_j \rightarrow \gamma_{j'}^* > \gamma_j^* \).

In our next two sections, we develop our continuous time model. We introduce our methodology in 
section III, restricting attention to the classical duel. The presentation in this section is informal. In the fol-
lowing section, we will introduce our multistage model, adopting a much more formal approach.

III. Introducing our continuous-time model: the classical duel

We will restrict attention in this section to the particular family of classical duels that are relevant for 
the purposes of this paper. The family is identified by conditions (A1)-(A4), defined below. These condi-
tions are rather special. The reason is that they arise "endogenously" in the course of solving our multistage 
game. The conditions are:

For each \(t, L_t(\cdot), F_t(\cdot)\) and \(S_t(\cdot)\) are right continuous, piecewise polynomial functions.\(^{15}\) (A1)

For each \(t,\) there exists \(t_1 \in [0, 2)\) such that

before \(t_1, L_t(\cdot)\) and \(F_t(\cdot)\) are continuous and \(L_t(\cdot)\) lies strictly below \(F_t(\cdot);\) \hspace{1cm} (A2.a)

beyond \(t_1, F_t(\cdot)\) lies strictly below \(L_t(\cdot)\) \hspace{1cm} (A2.b)

and for all \(s > t_1, \lim_{\delta \downarrow 0} L_{t_1+s}(s-\delta) > F_{t_1}(s).\) \hspace{1cm} (A2.c)

There exists \(T = \max(t_1, t_2)\) such that for each \(t, L_t(\cdot)\) is strictly increasing on \([0, T).\) \hspace{1cm} (A3)

\(S_t(\cdot)\) lies strictly below \(F_t(\cdot)\) on \([0, 2);\) \hspace{1cm} (A4)

Assumption (A1) is purely technical and is trivially satisfied. Assumptions (A3), (A2.a) and (A2.b) are natural 
in the context of the duel: as time progresses, \(t\)'s accuracy increases, and so he becomes increasingly more 
likely to score a hit if he fires. Hence, \(L_t(\cdot)\) is strictly increasing at the start of the game. At the very begin-
ing of the game, both players will be sufficiently inaccurate that each will prefer to be fired at than to fire; in 
this region of the game, \(F_t(\cdot)\) will exceed \(L_t(\cdot).\) Eventually, however, both players will become sufficiently 
accurate that \(t\) prefers to fire than be fired at. At this point \(L_t(\cdot)\) will overtake \(F_t(\cdot).\) It is harder at this stage

\(^{15}\) A function \(\theta\) is piecewise polynomial on \([0, 2)\) if there exists a finite subset, \(0 = \gamma^* < \ldots < \gamma' < \ldots < \gamma^* = 2,\) of this interval 
such that for each \(r < last,\) the restriction of \(\theta\) to \((\gamma^*, \gamma^* + 1)\) is a polynomial.
to explain why \( L_i(\cdot) \) should be continuous and strictly increasing until after it is overtaken by \( F_i(\cdot) \). Condition (A2.c) is simply a strengthening of the condition that \( L_i(\cdot) \) exceeds \( F_i(\cdot) \). Since either function may be discontinuous beyond \( t_i \), the condition is not implied by (A2.a). Finally, (A4) is a very delicate assumption. We have to choose our equilibrium strategies very carefully to ensure that it is satisfied.

We first review how a duel in this class would be modelled in discrete time.\(^{16}\) Let \( R \) denote a discrete-time grid, i.e., a finite subset of \([0, 2)\). A discrete time behavior strategy for agent \( i \) is a function, \( \xi_i^R \), that assigns a probability weight to each point in \( R \). \( \xi_i^R \) has the following interpretation: "for each \( r \in R \), if nobody has fired by the time \( r \) is reached, I will play 'fire' at this time with probability \( \xi_i^R(r) \)." A pair of strategies, one for each agent, will be called a strategy profile. When any strategy profile is played, starting from any grid-point in \( R \), it will generate by induction a unique probability distribution over endings, which we shall call an outcome.

The model just described has no direct analog in continuous-time. In particular, it is not obvious that one can sensibly define a continuous-time behavior strategy. The "natural" counterpart of \( \xi_i^R \) would be a function \( \xi_i \), mapping each point in \([0, 2)\) to a probability weight in \([0, 1)\). But how should this function be interpreted? The literal interpretation would be: "for each \( t \in [0, 2) \), if nobody has fired by the time \( t \) is reached, I will play 'fire' at this time with probability \( \xi_i(t) \)." In order to "play" this strategy, however, an agent would have to be able to perform a continuum of independent randomizations. It is well known that this is not an easy thing to do.

Our continuous-time model is specified in a way that finesses this difficulty.\(^{17}\) Our agents do choose behavior strategies that have the form just described. That is, each behavior strategy for the classical duel is a function mapping \([0, 2)\) to \([0, 1)\).\(^{18}\) We will, however, propose a novel interpretation of these strategies, together with a novel way to associate strategy profile to outcomes.\(^{19}\) We interpret a continuous-time


\(^{17}\) There are many other difficulties that need to be addressed. These are discussed at length in [9] and [10].

\(^{18}\) This specification is actually quite restrictive. See Simon [9], pp. 7-8 for a discussion of this point. A more general class of strategies will be proposed in Simon-Stinchcombe [11].

\(^{19}\) The model we present below was motivated by Fudenberg-Tirole [2], in which an alternative model is proposed.
behavior strategy as a set of instructions about how to play the game on every conceivable discrete-time grid. Specifically, the restriction of any continuous-time profile to a discrete-time grid will be a well-defined discrete-time profile. When played starting from any grid point, this profile will define a unique discrete-time outcome, in exactly the conventional way. When strategies are interpreted in this way, there is a natural candidate procedure for defining outcomes: (a) fix a starting point \( t \) in \([0, 2)\) and a continuous-time profile; (b) restrict these strategies to an arbitrary, increasingly fine sequence of discrete-time grids and play the restricted profiles, starting from \( t \); (c) define the continuous time outcome generated by playing this profile from \( t \) to be the limit of these discrete-time outcomes.

In general, this procedure may break down. For some pairs of strategies, the limit of discrete-time outcomes may not exist. For others, it may exist, but depend on the particular sequence of grids on which the strategies are played. Accordingly, for our procedure to be coherent, we need to identify a class of strategies with the following property: when any two members of this class are paired together and played from some starting point on an arbitrary sequence of grids, the resulting sequence of outcomes must converge to a unique limit that is independent of the particular sequence of grids. Once we have identified this family of strategies, and by implication, the universe of possible outcomes, we will have completed the specification of our continuous-time classical duel.

For a problem as simple as the classical duel, the restrictions on strategies that we need are minimal. It suffices to require that agents choose 'piecewise rational' behavior strategies. (A rational function is the ratio of two polynomial functions.) We will also impose a second restriction, purely because it considerably simplifies the exposition. We will require that if an agent is properly randomizing at \( t \) (i.e., he both waits and fires with positive probability), then his strategy is right continuous at \( t \). It will become apparent that in our present context, this restriction is completely innocuous.

Our continuous-time duel has a continuum of 'subgames,' one for each \( t \in [0, 2) \). The subgame beginning at \( t \) is simply the subduel of the original duel that begins at \( t \). The natural solution concept for our model is subgame perfection. A pair of strategies will be a subgame perfect equilibrium for a

---

19 This solution concept was originally proposed in Selten [8].
continuous-time classical duel if the strategies form a Nash equilibrium for every subduel.

Equilibrium strategy profiles for a symmetric classical duel.

In this section we will construct equilibrium strategies for a symmetric classical duel. Specifically, we will consider the duel, $CD^{1,1}$, corresponding to phase (1,1). When $t \in [1, 2)$, an agent who fires scores a hit with probability one. Consequently, the payoffs to leading, following and moving simultaneously are $L_{i}^{1,1}(t) = \pi^{*}(2 - t)$, $F_{i}^{1,1}(t) = 0$ and $S_{i}^{1,1}(t) = -c^{*}$. This part of the game is completely uninteresting and we will henceforth ignore it. If $i$ fires and misses at $t < t^{1,0} = 1$, player $-i$ will wait until time 1, fire at point blank range and earn the payoff $(\pi^{*} - c^{*})$. If both players fire simultaneously at $t < 1$, then $i$ wins with the probability $t(1 - t)$ that his bullet hits and $-i$'s misses. Thus, for $t \in [0, 1)$, we have

\begin{align*}
L_{i}^{1,1}(t) &= \pi^{*}(2 - t) - c^{*} \\
F_{i}^{1,1}(t) &= (1 - t)(\pi^{*} - c^{*}) \\
S_{i}^{1,1}(t) &= t(1 - t)\pi^{*}(2 - t) - c^{*}
\end{align*}

(3.1.a)  
(3.1.b)  
(3.1.c)

It is easy to check that conditions (A1)-(A4) above are indeed satisfied. In particular, as we claimed on p. 5, $L_{i}^{1,1}(\cdot)$ intersects $F_{i}^{1,1}(\cdot)$ at $t^{1,1} \in (0, 1)$. As usual, we call $t^{1,1}$ the firing-time for this duel.

In any equilibrium for this game, player $i$ earns the payoff $L_{i}^{1,1}(t^{1,1})$. There is a unique symmetric equilibrium profile that generates these payoffs. The strategies, denoted by $\xi^{0} = (\xi_{i}^{0}, \xi_{-i}^{0})$, are defined as follows: $\xi_{i}^{0}(t) = \begin{cases} 
0 & \text{if } t \in [0, t^{1,1}) \\
L_{i}(t) - F_{i}(t) & \text{if } t \in [t^{1,1}, 2]
\end{cases}$. Assumptions (A2.b) and (A4) guarantee that $\xi_{i}^{0}(\cdot) \in (0, 1)$ beyond $t^{1,1}$.

We first describe the outcome generated by these strategies, when outcomes are defined as on pp. 14-15. The outcome function will be defined formally in section III below. If these strategies are played starting from any $t < t^{1,1}$, the outcome is that with probability 1, exactly one player fires at exactly $t^{1,1}$. Each agent is equally likely to fire. (We emphasize that players fire simultaneously with probability zero. That is, the limit outcome generated by these strategies is not a product distribution\footnote{An almost universal source of confusion is that this outcome looks like a "correlated equilibrium." This is misleading. Agents...}. We will show that...
this is indeed the limit of the outcomes generated by restricting $\xi^0$ to any increasingly fine sequence of grids. Fix $\varepsilon > 0$, and let $\gamma = \xi^0(t^{1,1} + \frac{1}{2}\varepsilon)$. Clearly, $\gamma$ is strictly positive. Now pick a very fine discrete-time grid and play $\xi^0$ on this grid. Since $\xi^0$ is strictly increasing beyond $t^{1,1}$, each agent will fire with probability at least $\gamma$ at each grid point in the interval $(t^{1,1} + \frac{1}{2}\varepsilon, t^{1,1} + \varepsilon)$, provided that the game has not ended by the time this grid point is reached. If this interval contains at least $n$ grid points, then the probability that the end of this interval will be reached without a shot being fired will be no more than $(1 - \gamma)^{2n}$. If $n$ is sufficiently large, this probability will be less than $\varepsilon$. We have verified, therefore, that for every positive $\varepsilon$, if $\xi^0$ is played on a sufficiently fine grid, the probability that some agent will have moved before $t^{1,1} + \varepsilon$ will exceed $1 - \varepsilon$. It follows that in the limit, the bullet must be fired with probability one at $t^{1,1}$. Next, note that if $\varepsilon$ is sufficiently small, the probability that both agents fire simultaneously will be arbitrarily small relative to the probability that only one agent fires. In the limit, therefore, the probability that agents fire simultaneously at $t^{1,1}$ must be zero. Finally, note that by definition of $t^{1,1}$, each agent is indifferent between leading and following at this time. Therefore, the payoff vector that is generated by playing $\xi^0$, starting from before $t^{1,1}$, is $(L_1^{1,1}(t^{1,1}), L_2^{1,1}(t^{1,1}))$.

Now suppose that the profile $\xi^0$ is played starting from $t > t^{1,1}$. With the help of a formula that we provide in the following section, it is easy to compute the outcome in this case. With probability one, the bullet will be fired exactly at $t$. Player $i$ fires alone with probability $\frac{1 - \xi^0(t)}{2 - \xi^0(t)}$. With probability $\frac{\xi^0(t)}{2 - \xi^0(t)}$ both players fire simultaneously. Some tedious algebra verifies that player $i$'s expected payoff from this outcome is $F_i^{1,1}(t)$.

We next argue informally that these strategies are best responses to each other in every subgame. First fix $\tau \leq t^{1,1}$ and consider the subgame that begins at $\tau$. Since $L_i^{1,1}(\cdot)$ is strictly increasing before $t^{1,1}$, $i$ cannot gain by shooting before this time. If $i$ fires at exactly $t^{1,1}$, his payoff will be $L_i^{1,1}(t^{1,1})$, since $-i$ fires with probability zero at this time. This deviation yields him no more than his original payoff. Now suppose that

---

are randomizing independently. The limit of a sequence of product distributions need not be a product distribution.
for some \( \epsilon \), \( \tau \) fires with probability zero between \( \tau \) and \( \tau^{1.1} + \epsilon \), and then fires with probability one. We will
describe what happens when this strategy is played against \( \xi^0 \) on an increasingly fine sequence of grids.
Just as before, \( \neg \tau \) will fire with probability \( \gamma \) at each of an increasingly large number of grid points in the
interval \( (\tau^{1.1} + \frac{1}{2} \epsilon, \tau^{1.1} + \epsilon) \). In the limit, \( \neg \tau \) must fire with probability one at \( \tau^{1.1} \). Therefore, this deviation
by \( \tau \) earns him a payoff of \( F^{1,1}(1^{1.1}) \), which is exactly what he was getting originally. This completes our argu-
ment that \( \xi^0 \) is Nash equilibrium for each subgame that begin before \( 1^{1.1} \).

The argument is similar for subgames that begin beyond \( 1^{1.1} \). Fix \( \tau > 1^{1.1} \). Since \( \tau \) is randomizing at \( \tau \),
we need to verify that he is indifferent between firing with probability one at \( \tau \) and waiting until \( \tau + \epsilon \), and
then firing with probability one. If \( \tau \) fires with probability zero on \( [\tau, \tau + \epsilon) \), then by exactly the argument
given above, the outcome will be that \( \neg \tau \) will fire with probability one at \( \tau \). In this case, \( \tau \)'s payoff will be
\( F^{1,1}(\tau) \). Now suppose that \( \tau \) fires with probability one at \( \tau \). In this case, he will earn \( S_{1,1}(\tau) \) with the prob-
bility that \( \neg \tau \) also fires at this time, and \( L_{1,1}(\tau) \) with the remaining probability. His expected payoff, there-
fore, is

\[
S_{1,1}(\tau) + (1 - S_{1,1}(\tau))L_{1,1}(\tau) = \frac{L_{1,1}(\tau) - F_{1,1}(\tau)}{L_{1,1}(\tau) - S_{1,1}(\tau)}S_{1,1}(\tau) + \frac{F_{1,1}(\tau) - S_{1,1}(\tau)}{L_{1,1}(\tau) - S_{1,1}(\tau)}L_{1,1}(\tau) = F_{1,1}(\tau).
\]

Thus, we have verified that \( \tau \) cannot do better by playing any pure strategy other than \( \xi^0_\tau \) and thus established
that \( \xi^0 \) is a Nash profile for the subgame beginning at \( \tau \).

There are two other equilibrium outcomes for this duel. Each of them generates the same payoff vector
as \( \xi^0 \). For each \( \tau \), there is an equilibrium in which \( \tau \) fires at \( 1^{1.1} \) with probability one. A strategy profile that
implements one of these is \( \xi^1 \), which is identical to \( \xi^0 \) except that \( \xi^1_{1}(1^{1.1}) = 1 \). We have already verified

\[21\] If we were working in discrete-time, it would go without saying that we need only check pure-strategy deviations. It is also true
in continuous time, but no longer self-evident. The reader is referred to Proposition VII of Simon [9] for formal details.

\[22\] Because \( \xi \) is discontinuous w.r.t. time, the interpretation of this strategy is a subtle matter. If we simply restricted this profile to
an arbitrary grid, the outcome would depend critically on whether or not the grid contained the discontinuity point \( 1^{1.1} \). To avoid this
dependence, we "adapt" the profile to each grid, ensuring that if the grid is sufficiently fine, each of the profile's discontinuities will be
"captured" by the grid. Specifically, we define an operator called a "graph preserving restriction" (g.p.r.), which "shifts to the right" the
discontinuities of a profile in the appropriate way. For example, the g.p.r. of \( \xi^1 \) to the grid \( R \) has player \( \tau \) terminating with probability
one at the first grid point in \( R \) greater than or equal to \( 1^{1.1} \). For details see Simon Stinchcombe [10], [11].
that \( \xi^*_i \) is a best response against \( \xi_{-i}^{1,1} = \xi_{-i}^0 \). To see that \( \xi_{-i}^* \) is a best response against \( \xi^*_i \), observe that if \( \neg \tau \) fires with probability one at \( t^{1,1} \), he will earn \( S^{1,1}_1(t^{1,1}) \), which is strictly less than \( F^{1,1}_i(t^{1,1}) \).

Not surprisingly, there are countless other equilibrium profiles for this duel. To construct one, take, say, \( \xi^0 \) and modify it as follows: at each of a finite number of times beyond \( t^{1,1} \), have \( \tau \) fire with probability one and \( \neg \tau \) fire with probability zero. By rearranging the arguments given above, it is straightforward to verify that the modified profile is an equilibrium. An important fact, however, is that for any equilibrium profile, \( \xi \), there must exist \( \varepsilon > 0 \) such that \( \xi \) will agree with one of the three profiles defined above on the interval \([0, t^{1,1} + \varepsilon] \).23

A striking property of the symmetric duel just described is that all three of its equilibrium outcomes are payoff equivalent and yield each player equal payoffs. Not surprisingly, this result depends on the fact that agents started playing the duel strictly before the bullet was due to be fired. Once this inequality is reversed, these properties no longer hold. For example, pick \( \tau > t^{1,1} \) and consider the subduel \( CD^{1,1}_1(\tau) \), of \( CD^{1,1}_1 \) that begins at \( \tau \). It is straightforward to verify that this duel has three equilibrium outcomes, each generating a distinct payoff vector. Specifically, for each \( \tau \), there is an equilibrium in which \( \tau \) fires with probability one, and \( \neg \tau \) waits with probability one, at \( \tau \). Obviously, \( \tau \)'s payoff in this equilibrium is \( L^{1,1}_1(\tau) \), while \( \neg \tau \)'s is \( F^{1,1}_1(\tau) \). In the third kind of equilibrium, strategies must coincide with \( \xi^0 \) both at and immediately after \( \tau \). The payoff vector corresponding to this equilibrium is \((F^{1,1}_1(\tau), F^{1,1}_1(\tau))\). As we have noted, this multiplicity of solutions can significantly complicate our analysis.

The asymmetric classical duel.

The analysis of an asymmetric duel is similar to the one just given except for two differences. First, as we asserted when we were studying \( CD^{2,1} \), if agents start playing in an asymmetric duel before its firing time, there will be only one equilibrium outcome, rather than three. If \( \tau \)'s lead function intersects his follow function while \( \neg \tau \) still strictly prefers following to leading, then the unique outcome will be that \( \tau \) fires with probability one at \( \neg \tau \)'s intersection time. The second difference concerns the intensity with which agents

---

23 To prove this from scratch is a little tedious. It follows almost immediately, however, from Proposition VII of Simon [9].
randomize beyond the firing time. At each \( t \), \( i \) must fire with sufficiently high probability that \(-i\) is indifferent between firing and waiting. It is easy to check that if agents are randomizing at \( t \) beyond the firing time of an asymmetric duel, then \( i \) must fire with probability

\[
\frac{L_{-i}(t) - F_{-i}(t)}{L_{-i}(t) - S_{-i}(t)}
\]

Summary: equilibrium strategies for the classical duel.

The results described above will be used repeatedly in the analysis that follows. For future reference, we will tabulate them below in the form of a proposition. Let \( \tilde{CD} \) denote the classical duel with payoffs \((\tilde{L}_i, \tilde{F}_i, \tilde{S}_i)_{i,j}\). Assume that these functions satisfy assumptions (A1)-(A4) (p. 13 above). Let \( \tilde{t} \), denote the time at which \( \tilde{L}_i \) and \( \tilde{F}_i \) intersect. By assumption A2, \( \tilde{t} \), exists. Let \( \bar{t} \) denote the firing time for \( \tilde{CD}(\tau) \), i.e., the maximum of \( \tilde{t}_i \) and \( \tilde{t}_j \). Let \( \tilde{CD}(\tau) \) denote the subdual of \( \tilde{CD} \) that begins at \( \tau \).

We define three "canonical profiles," \( \xi^{\tau,0} \), \( \xi^{\tau,i} \), and \( \xi^{\tau,j} \), for the subdual \( \tilde{CD}(\tau) \). All three are identical except for their values at the maximum of \( \tilde{t} \) and \( \tau \): at this time, \( \xi^{\tau,i} \) has \( i \) firing with probability one, and \( -i \) firing with probability zero. \( \xi^{\tau,0} \) is symmetric.

First, define \( \xi^{\tau,0} \) by for each \( i \), \( \xi^{\tau,0}_i(t) = \left\{ \begin{array}{ll} 0 & \text{ if } t \in [\tau, \tilde{t}] \\ \frac{L_{-i}(t) - F_{-i}(t)}{L_{-i}(t) - S_{-i}(t)} & \text{ if } t \geq \max(\tau, \tilde{t}) \end{array} \right. 

Now, for each \( i \)

\[
0 \quad \text{ if } t \in [\tau, \tilde{t})
\]

\[
1 \quad \text{ if } t = \max(\tau, \tilde{t}) \text{ and } \chi = i
\]

\[
0 \quad \text{ if } t = \max(\tau, \tilde{t}) \text{ and } \chi = -i
\]

\[
\frac{L_{-i}(t) - F_{-i}(t)}{L_{-i}(t) - S_{-i}(t)} \quad \text{ if } t > \max(\tau, \tilde{t})
\]

and each \( \chi \in \{i, j\} \), define \( \xi^{\tau,\chi} \) by \( \xi^{\tau,\chi}_i(t) = \left\{ \begin{array}{ll} 0 & \text{ if } t \in [\tau, \tilde{t})
\]

The following result describes equilibrium strategies, outcomes and payoff vectors for the subduals of symmetric and asymmetric classical duels.

\[
\]
Prop’n IV: Let $\overline{CD}$ satisfy assumptions (A1)-(A4).

(i): If $\tau \leq \overline{t}$ and $i_j = \overline{i}$, then the subdual $\overline{CD}(\tau)$ has exactly three distinct equilibrium outcomes, all of which generate the payoff vector $(\overline{L}_i(\overline{t}), \overline{L}_j(\overline{t}))$. For each $\chi \in \{0, i, j\}$, $\xi^{i,\chi}$ is an equilibrium strategy profile.

(ii): If $\tau < \overline{t}$ and $i_j < \overline{i}$, then $\overline{CD}(\tau)$ has a unique equilibrium outcome, yielding payoffs $(\overline{L}_i(\overline{t}), \overline{L}_j(\overline{t}))$. $\xi^{i,j}$ is an equilibrium profile.

(iii): For each $\tau \geq \overline{t}$, $\overline{CD}(\tau)$ has exactly three distinct equilibrium outcomes. For each $\chi \in \{0, i, j\}$, $\xi^{i,\chi}$ is an equilibrium for the duel $\overline{CD}(\tau)$. $\xi^{i,0}$ yields the outcome $(\overline{F}_i(\overline{t}), \overline{F}_j(\overline{t}))$. $\xi^{i,1}$ yields the outcome $(\overline{L}_i(\overline{t}), \overline{F}_j(\overline{t})).$

The existence parts of this result follow immediately from Proposition V, Proposition VII and Theorem VIII in Simon [9]. We do need to prove uniqueness, however. Since the proof is instructive, we will include it in the text. The proof of part (iii) is a straightforward extension of the other proofs, and is omitted.

First note that for any $t$, if $\tau$ fires with probability one at $t$, then $\neg\tau$ strictly prefers to follow at this time. (This is a consequence of (A4).) Therefore, since $\overline{L}_i(\tau)$ is strictly increasing on $[0, \overline{T}) \supseteq [0, \overline{t})$, $\tau$ will choose to fire at some $t < \overline{t}$ only if $\neg\tau$ is intending to fire immediately after $t$. Otherwise, $\tau$ would prefer to wait a little. On the other hand, if $\neg\tau$ is intending to fire immediately after $t$, then $\tau$ will fire at $t$ only if he prefers firing to being fired at this time. Otherwise, he could earn $\overline{F}_i(t) > \overline{L}_i(t)$ by letting $\neg\tau$ fire! Together, these facts imply that neither agent will fire unless both weakly prefer leading to following. That is, there can be no equilibrium in which the bullet is fired before $\overline{t}$. We now argue that if an equilibrium exists, the bullet must be fired at $\overline{t}$. Suppose that it is not fired until $t > \overline{t}$. Now it turns out that in any equilibrium, $\tau$’s payoff must be either $\overline{L}_i(t)$ or $\overline{F}_i(t)$. (This follows from Proposition V in Simon [9].) Since $\tau$ and $\neg\tau$ cannot both win the duel, at least one of them, say $\tau$, must earn $\overline{F}_i(t)$. However, $\tau$ can preempt, fire just before $t$, attain essentially $\overline{L}_i(t)$ and thus do better. (If $t < \overline{T}$, this is true by continuity; if $t > \overline{T} > t$, it follows from (A2.c).) This establishes (informally) that if an equilibrium exists, then the bullet must be fired at $\overline{t}$. Moreover, exactly one player will fire at $\overline{t}$. This is true because if both were to fire with positive probability, then $\tau$ would earn $S_i(\overline{t}) < \overline{L}_i(\overline{t})$ with positive probability, so that $\tau$’s expected payoff would be strictly less than $\overline{L}_i(\overline{t})$. In this case, by continuity (A2.c), $\tau$ could do better by firing just before $\overline{t}$ and attaining essentially $\overline{L}_i(\overline{t})$. Finally, we need to establish that in any equilibrium, player $\tau$ attains the payoff $\overline{L}_i(\overline{t})$. If
$t_i = t_j = \tilde{r}$, then $\bar{L}_i(\tilde{r}) = \bar{F}_i(\tilde{r})$, for each $i$. Since exactly one player fires at $\tilde{r}$, $i$ must earn $\bar{L}_i(\tilde{r})$, whether he leads or follows. If $t_i < t_{-i}$, then $i$ must fire with probability one; otherwise, he could do better by preempting. In this case, therefore, $i$ earns $\bar{L}_i(\tilde{r})$. Moreover, by definition, $\tilde{r}$ must equal $t_{-i}$. That is, $-i$ must be indifferent between leading and following, so that his payoff when $i$ fires is $\bar{F}_{-i}(\tilde{r}) = \bar{L}_{-i}(\tilde{r})$. This completes our verification of uniqueness.

IV. The Formal Model.

Outline of the model.

In this section, we extend our model to incorporate histories. We will then be able to formalize our analysis of the multistage duel. A history in our model will be a finite list of 'states', paired with the times at which the system changes from one state to the next. We will distinguish between three kinds of states: there will be 'firing states', 'terminal states' and an additional state, called 'prepare to fire!' The system starts out in the state 'prepare to fire!' We shall represent this state by the symbol '$\emptyset$' (nobody has fired).

The moment a bullet is fired, there is a switch to one of the three 'firing states.' These three states are denoted by $\{i\}$, $\{j\}$ and $\{i,j\}$. They indicate the set of agents who have just fired. If $i$ alone fires, the system switches to $\{i\}$. If both players fire simultaneously, it switches to $\{i,j\}$. Immediately after this switch, nature moves, to determine whether a hit has been scored. If she decides that all bullets will miss their targets, she resets the state to 'prepare to fire!' Otherwise, the system moves into one of the three 'terminal states.' These three states are denoted by $\langle i \rangle$, $\langle j \rangle$ and $\langle i,j \rangle$ and indicate which agents have scored hits. The generic state will be denoted by '$a$.' Since our states are denoted by sets, we will often use the notation '$i \in a$.' If $a$ is a firing state, this means that $i$ is one of the agents who has just fired. If, say, state $\langle i \rangle$ is reached, this means that $i$ has scored a hit and won the game. If both agents score hits, then $\langle i,j \rangle$ is reached; in this case, the game is over, but there is no winner.

We can now state more precisely how we model histories. Each history will consist of a string of pairs. Each pair is a time, together with a state. Each history is 'initialized' with the same "zero'th" pair, $(0, \emptyset)$. (Recall that $\emptyset$ denotes the state 'prepare to fire!') Each odd numbered pair will be of the form $(t, a)$, where $a$ is one of the three 'firing states'. For example, the history $[(0, \emptyset), (t, \{i\})]$ is interpreted as
"the first bullet in the game is fired by $i$ alone at $t$; nature's judgment has not yet been announced." Each even numbered pair (beyond the zero'th) will record nature's decision, which is made immediately after the last bullet was fired. For example, the history above can be augmented in one of two ways: if $i$'s bullet hits, then the "next" history will be $[(0, \emptyset), (t, \{i\}), (t, \{i\})]$ and the game will be over. If $i$ misses, it will be $[(0, \emptyset), (t, \{i\}), (t, \emptyset)]$ and play can continue.

A decision node is a point in time, paired with a past history of the system. (Thus, a continuous time decision node is just like a discrete-time one.) A strategy for an agent is a function that assigns a probability weight to each decision node. If the history part of a decision node ends in either a firing or a terminal state, then the agent has no decision to make. In the former case, he must await nature's decision; in the latter, the game is over. If the last state of the history is 'prepare to fire!' and the agent still has bullets remaining, then he must decide whether or not to fire at this node. Thus, for each given history, the agent's decision problem is just as it was in the classical duel. Formally, therefore, a strategy for our multistage game is just a family of 'classical duel' strategies, one for every history that ends in the state 'prepare to fire!'

An outcome for our game will be a probability measure on the set of possible histories. Because of the restrictions on strategies that are imposed in this paper, the outcomes that can actually arise in our model have an extremely simple structure: each outcome will concentrate mass on a finite set of histories. We will define an outcome function for the game. This function assigns an outcome to each strategy profile and decision node. This outcome is interpreted as "what happens" when the given strategy profile is played, starting at the given decision node.

Each agent has a valuation function that assigns a value to each history. This function has already been described in section II. The expected payoff function for the game assigns a pair of payoffs to each strategy profile and decision node. The expected payoff an agent receives if a profile is played from a decision node is the expected value of the outcome generated by these strategies, starting from this node. We will now discuss each of the components of the model in more detail.

Histories.

Recall that a history of the game is a string of pairs, recording the various states through which the system has passed, together with the times at which the system moved from one state to the next. Let $h$ denote
Behavior Strategies.

A behavior strategy is a function assigning a point in \([0, 1]\) to each decision node.\(^{25}\) The scalar \(f_i(t, h)\) is interpreted as the probability that \(i\) will fire a bullet at the decision node \((t, h)\). We restrict agents to choose strategies that satisfy restrictions (F1)-(F5) below. The first of these enforces the rules of the game described above. The others are imposed for technical reasons.

First, a player can fire with positive probability at \((t, h)\) only if he has not yet used up all his bullets {
and if the most recent state of \(h\) is 'prepare to fire!' \(\) That is,

\[
\text{for all } (t, h) \in DN, f_i(t, h) > 0 \text{ only if } b_i(h) > 0 \text{ and } a^{\text{last}}(h) = 'prepare to fire!' \quad (F1)
\]

Our next two assumptions correspond to the ones that we imposed on strategies for the classical duel. The first is a regularity condition that is imposed to ensure that our outcome function is well-defined. We require that for all \(h\),

\[
f_i(\cdot, h) \text{ is a piecewise rational function of time.}^{26} \quad (F2)
\]

The next condition is that \(i\)'s strategy must be right continuous at \(t\), unless \(i\) is either firing or waiting with probability one. In symbols, we require that for all \((t, h),\)

\[
\text{If } f_i(t, h) \in (0, 1), \text{ then } f_i(\cdot, h) \text{ is right continuous at } t. \quad (F3)
\]

Our two remaining restrictions are purely technical in nature. (F4) restricts the way strategies can depend on the past history of the system. Its role is to guarantee that our outcome function is indeed the limit of the discrete-time outcome functions. In the present context, this restriction is again completely innocuous. Let \(a(h)\) denote the vector of states of \(h\). That is, \(a(h) = (a^1(h), a^2(h), \ldots, a^{k(h)}(h))\). We require that agents treat as indistinguishable any two histories that have the same vector of states. In addition, we impose a right continuity condition on agents' immediate reactions to histories. Precisely, the restriction is:

\[^{25}\text{In any given multi-stage game, only a small subset of the universe of decision nodes will actually be relevant. For example, if agents start out with only one bullet each, then histories that have more than two different firing states cannot arise. We will simply ignore these redundant nodes from now on.}\]

\[^{26}\text{A function } \theta \text{ is piecewise rational on } [0, 2]\text{ if there exists a finite subset, } [0 = t_0 < \ldots < t^k < \ldots < t_{\text{last}} = 2], \text{ of this interval such that for each } k < \text{last, there exist two polynomial functions } \theta' \text{ and } \theta'', \text{ defined on } (t^k, t^{k+1}), \text{ such that the restriction of } \theta \text{ to } (t^k, t^{k+1}) \text{ is equal to } \frac{\theta'}{\theta''}.\]
For all \( h \) and \( h' \) such that \( a(h') = a(h) \), and all \( s > \max(t^{last}(h), t^{last}(h')) \), we require that \( f_s(s, h') = f_s(s, h) \). Moreover, for each \( h \) and sequence \((h^n)\) such that for all \( n \), \( a(h^n) = a(h) \) and \( t^{last}(h^n) \downarrow t^{last}(h) \), we require that \( \lim_{n} f_{\frac{n}{2}}(t^{last}(h^n), h^n) = f_{\frac{1}{2}}(t^{last}(h), h) \).

Our final condition is completely ad hoc; we impose it because it drastically simplifies the argument that our equilibria is unique. Indeed, without some assumption of this kind, it would be extremely difficult to characterize the set of equilibria. The condition states that if player \( i \) alone has just fired, then at the very next instant, he must fire with probability zero:

\[
\text{If } a^{last-1}(h) = \{i\}, \text{ then } f(t^{last}(h), h) = 0. \quad (F5)
\]

The outcome function.\(^{27}\)

Our outcome function assigns to each strategy profile and point in time a probability distribution over histories. As explained above, the outcome generated by \( f \) from \((t, h)\) is the limit of the sequence of outcomes--i.e., of probability measures over histories--generated by restricting \( f \) to an arbitrary, increasingly fine sequence of discrete-time grids, and playing these restrictions from \((t, h)\). For the class of satisfying \((F1)-(F5)\) above, this limit distribution has a very simple structure. Assumptions \(F2-F3\) together guarantee that with probability one, the state will change at the first instant that some agent fires with positive probability. Precisely, for each \( f \) and decision node \((t, h)\) such that \( a^{last}(h) = \emptyset \):

\[
\text{if } f_s(\cdot, h) > 0, \text{ for some } i, \text{ either at or immediately after } t
\]

\text{then with probability one the state will change to some firing state at } t. \quad (4.1)

A consequence of \((4.1)\) is that the outcome generated by any profile of strategies concentrates mass on only a finite number of histories.

We first define the the conditional probability that the system will change to state \( \alpha \) at \( \tau \) given that agents start playing \( f \) from the decision node \((t, h)\). We will denote this probability by \( TP((\alpha, \tau); f, t, h) \) and call it the \textbf{transition probability} of \((\alpha, \tau)\) given \((f, t, h)\). There are two cases to consider. If \( a^{last}(h) \) is

\(^{27}\) Some work is needed to verify that the outcome function we specify here is indeed the limit of the corresponding discrete-time outcomes. See \([9],[10]\) and \([11]\) for details.

\(^{28}\) This was established on pp. 16-17.
a firing state, then $TP((\alpha, \tau); f, t, h)$ is exogenously determined by 'nature.' If $a^{last}(h)$ is the state prepare to fire! then this transition probability is determined endogenously.

First, fix $h$ such that $a^{last}(h)$ is a firing state and let $\alpha$ denote either a terminal state or the state 'prepare to fire!' The transition probability, $TP((\alpha, \tau); f, t, h)$, is determined by nature. She always moves immediately, so that $TP((\alpha, \tau); f, t, h) = 0$ whenever $t \neq \tau$. Also, an agent cannot score a hit unless he has just fired, so that $TP((\alpha, \tau); f, t, h) = 0$ unless all agents in $\alpha \subset a^{last}(h)$. For $i \in a^{last}(h)$, the probability that $i$ scores a hit at $\tau$ is $\tau$. Therefore, the conditional probability the system will switch to $\alpha$ is: (the probability that exactly those agents in $\alpha$ score hits) times (the probability that agents in $a^{last}(h) - \alpha$ all miss).

That is, for each $h$ such that $a^{last}(h)$ is a firing state, and each $\alpha$ that is either a terminal state or 'prepare to fire!'

$$TP((\alpha, \tau); f, t, h) = \begin{cases} \tau^{\#(a^{last}(h) - \alpha)}(1 - \tau)^{\#(a^{last}(h) - \alpha)} & \text{if } \alpha \subset a^{last}(h) \text{ and } \tau = t^{last}(h) \\ 0 & \text{otherwise} \end{cases} \quad (4.2)$$

For example, if $\alpha = \langle j \rangle$ and $a^{last}(h) = \{i, j\}$, then $(a^{last}(h) - \alpha)$ is the singleton set containing $i$. Since this set and $\alpha$ each have one element, it follows that $TP((\alpha, \tau); f, t, h) = t(1 - t)$.

Now assume that the last state of $h$, $a^{last}(h)$, is 'prepare to fire!' From (4.1), we know that $TP((\alpha, \tau); f, t, h)$ will be zero unless $\tau$ is the infimum of the times after $t$ at which some agent fires with positive probability. If $\tau$ is indeed this infimum, then $TP((\alpha, \tau); f, t, h)$ will be the sum of two terms. The first is the probability that exactly those agents in $\alpha$ fire exactly at $\tau$. The second term is the probability that no agent fires at $\tau$, multiplied by the limit, as $s \downarrow \tau$, of the conditional probabilities that the set $\alpha$ fires at $s$, given that some agent fires at $s$. (See Simon-Stinchcombe [11] for a verification that the outcome defined by this formula is indeed the limit of the discrete-time outcomes.)

To make the above statements precise, we need some additional notation. Fix a strategy profile $f$ and a decision node $(s, h)$. For each subset $\alpha$ of $\{i, j\}$, we define $\phi^{f, s, h}(\alpha)$ to be the probability that exactly those agents in $\alpha$ fire at $s$. That is, $\phi^{f, s, h}(\alpha) = \prod_{i \in \alpha} f_i(s, h) \times \prod_{i \notin \alpha} (1 - f_i(s, h))$. Note that $\phi^{f, s, h}(\emptyset)$ is the probability that no bullet is fired at $s$. For each $h$ such that $a^{last}(h)$ is 'prepare to fire!' and each firing state $\alpha$, we define $TP((\alpha, \tau); f, t, h)$ as follows. If $\tau = \inf\{s > t: \phi^{f, s, h}(\emptyset) < 1\}$, then $TP((\alpha, \tau); f, t, h) = 0$. If
\[ \tau = \inf\{s > t : \phi^{f^{t},h}(\emptyset) < 1\} , \text{ then}^{29} \]

\[
TP((\alpha, \tau); f, t, h) = \phi^{f^{\tau},h}(\alpha) + \phi^{f^{\tau},h}(\emptyset) \left( \lim_{s \to \tau} \frac{\phi^{f^{s},h}(\alpha)}{(1 - \phi^{f^{s},h}(\emptyset))} \right) \]

(4.3)

For the equilibrium profiles that we construct in this paper, only two kinds of transitions actually arise along the equilibrium path. In the first kind, agents' strategies are symmetric. In this case, agents will actually fire with probability zero at \( \tau = \inf\{s > t : \phi^{f^{s},h}(\emptyset) < 1\} \), and randomize thereafter. In this case, \( TP((i, \tau); f, t, h) = TP((j, \tau); f, t, h) = \left( \lim_{s \to \tau} \frac{\phi^{f^{s},h}(1)}{(1 - \phi^{f^{s},h}(\emptyset))} \right) = \frac{1}{2}. \) (We verified this case in the preceding section.) The second kind of outcome generated by our equilibrium strategies has some agent, say \( i \), firing with probability one at \( \tau \). In this case \( TP((1, \tau); f, t, h) = \phi^{f^{\tau},h}(1) = 1. \) Off the equilibrium path, obviously, things can be more complicated.

We are now ready to define our outcome function. The outcome generated from \( (t, h) \) by \( f \) will be the finite support measure on histories defined as follows. First, if neither agent fires with positive probability between \( t^{\text{last}}(h) \) and the end of the game, then the history will not change. In this case, obviously, \( o^{f^{t},h}(h) = 1. \) Assume therefore that some agent fires with positive probability before the end of the game. Clearly, \( o^{f^{t},h} \) will assign positive probability to some history \( \eta \) only if \( \eta_{1k(h)} = h \), i.e., if the appropriate length truncation of \( \eta \) agrees with \( h \). For any history \( \eta \) satisfying this condition, the probability that this history will be realized is the transition probability of \( (t^{k(h)+1}(\eta), a^{k(h)+1}(\eta)) \) given \( (f, t, h) \) times the product, taken over the \( k \)'s between \( k(h)+2 \) and \( k(\eta) \), of the transition probabilities of \( (t^{\kappa}(\eta), a^{\kappa}(\eta)) \) given \( (f, t^{\kappa-1}(\eta), \eta_{1k-1}) \). In symbols, for each \( \eta \) such that \( \eta_{1k(h)} = h \):

\[
o^{f^{t},h}(\eta) = TP((t^{k(h)+1}(\eta), a^{k(h)+1}(\eta)); f, t, h) \times \prod_{k = t^{k(h)+2}}^{t(\eta)} TP((t^{\kappa}(\eta), a^{\kappa}(\eta)); f, t^{\kappa-1}(\eta), \eta_{1k-1})
\]

---

29 If both the numerator and denominator converge to zero, we need to be careful that \( \lim_{s \to \tau} \frac{\phi^{f^{s},h}(\alpha)}{(1 - \phi^{f^{s},h}(\emptyset))} \) is well-defined. In our model, convergence is guaranteed by our restriction that strategies be piecewise rational. We simply invoke the obvious generalization of L'Hospital's rule.

30 When we change symbols in the obvious way, the right hand side becomes the outcome function for the classical duel. Specifically, define \( \phi^{t} \) analogously to \( \phi^{f^{t},h} \). If agents play the classical duel profile, \( \xi \), from \( t \), and \( \tau = \inf\{s > t : \phi^{\xi}(\emptyset) < 1\} \), then the probability that the set \( \alpha \) fires at \( \tau \) is precisely \( \phi^{\xi}(\alpha) + \phi^{\xi}(\emptyset) \left( \lim_{s \to \tau} \frac{\phi^{\xi}(\alpha)}{(1 - \phi^{\xi}(\emptyset))} \right). \)
To illustrate how our outcome function works, it is instructive to work through a complete example. Each agent starts out with two bullets; that is, \( \beta^* = (2, 2) \). We will partially specify a profile \( f \) and study the outcome that it generates. The profile will agree along the equilibrium path with our equilibrium strategies, but will not be fully specified off this path. Choose \( f \) to have the following properties. For each \( h \) such that \( b_i(h) = b_j(h) \), set \( f_t(\cdot, h) \) equal to zero on the interval \([t^{\text{last}}(h), t^{b(h)}] \). Beyond \( t^{b(h)} \), have \( t \) randomize, ensuring that \( \lim_{\delta \to 0} f_t(t^{b(h)} + \delta, h) = 0.31 \). Now consider \( h \) such that \( b_i(h) > b_{-i}(h) > 0 \). Define \( f_t(\cdot, h) \) in exactly the same way as above. Set \( f_{-i}(\cdot, h) \) equal to \( f_t(\cdot, h) \), except that exactly at \( t^{b(h)} \), \( -t \) fires with probability one instead of zero. If \( b_i(h) > b_{-i}(h) = 0 \), then specify \( f_t(\cdot, h) \) so that to solve \( t \)'s single person decision problem.

This pair of strategies generates the following outcome in our multi-stage game. It is illustrated schematically by Figure 2. With probability one, the first change in state occurs at \( t^{2.2} \). The new firing state will be \( \{i\} \) or \( \{j\} \) with equal probability. From now on, we will assume that state \( \{i\} \) is actually realized. Nature now moves immediately. The system moves to the terminal state \( \{i\} \) with probability \( t^{2.2} \); with the remaining probability, it is reset to 'prepare to fire!'. In the latter event, the next change in state occurs at \( t^{2.1} \). This time, the state switches to \( \{i\} \) again with probability one. Nature now moves again and the system moves to \( \{i\} \) with probability \( t^{2.1} \); with the remaining probability, it is reset to 'prepare to fire!'. In this event, \( i \) no longer has any bullets to fire and \( j \) becomes as a monopolist. By making the appropriate substitutions, it is straightforward to verify that for each \( t \) the expected value of playing \( f \) from the beginning of the game is \( \Pi_t^{1,2} \), where this term is defined in the usual way from the appropriate set of classical duels.

**Payoffs and Equilibrium Notions.**

Player \( i \)'s valuation function, \( V_i \), assigns a value to each history. If \( a^{\text{last}}(h) = \{i\} \), then \( t \) wins the game. In this case, \( V_i(h) = (2 - t^{\text{last}}(h)) \pi^* \) minus the unit cost, \( c^* \), of each bullet that he fires. Otherwise, the value of a history to \( t \) is, simply, minus the cost of each bullet that he has fired. Summarizing,

\[
V_i(\eta) = \begin{cases} 
(2 - t^{\text{last}}(\eta)) \pi^* - b_i(\eta) c^* & \text{if } a^{\text{last}}(h) = \{i\} \\
-b_i(\eta) c^* & \text{otherwise}
\end{cases}
\]

The expected payoff function \( P \) assigns a payoff vector to each strategy profile and decision node. \( P(f, t, h) \) is player \( i \)'s payoff if agents play \( f \)
from the decision node $t, h$. That is,

$$P_1(f, t, h) = \int V_i(\eta)\,d\sigma^{f,t,h}(\eta).$$

(Recall that $\sigma^{f,t,h}(\eta)$ concentrates mass on only finitely many $\eta$'s.)

Like the classical duel, our multistage duel has a continuum of subgames, one corresponding to each decision node. The subgame associated with the node $(t, h)$ is simply the multistage duel played on the interval $[t, 2]$, in which agents start out with an endowment vector of $b(h)$. That is, the endowment vector for this subgame is determined by subtracting from each agent's initial endowment of bullets the number that he has fired in to the history $h$. We can now define subgame perfection in the usual way. For each decision node, we will say that $f$ is a Nash equilibrium for the subgame beginning at $(t, h)$ if for all $i$, and all $f'_i$, $P_1(f, t, h) \geq P_1((f'_i, f_{-i}), t, h)$. A profile $f$ is a subgame perfect equilibrium if $f$ is a Nash equilibrium for every subgame.

V. Construction of equilibrium strategies.

In this section, we construct a pair of equilibrium strategies, $f^*$, for the multi-stage duel with parameters $(\beta^*, \pi^*, c^*)$. As usual, we assume that this duel passes our numerical test specified in section II. We will specify an inductive procedure for defining a family of classical duels, one corresponding to each phase of our multi-stage game. The equilibrium profiles for each classical duel will be used to define other duels, corresponding to "earlier" phases of the game. The procedure is delicate because we must choose our profiles so that the duels they define will satisfy conditions (A1)-(A4), allowing us to invoke Proposition IV. Once we have defined and solved the classical duels corresponding to each phase of the multi-stage duel, we define $f^*$ simply by patching together the equilibrium profiles for each of the duels.

The conditions that require particular care are assumptions (A2.b) and (A4): we need to ensure that in the relevant region, following is preferable to firing simultaneously (A4) but not so attractive that it is preferable to leading, in which case (A2.b) would be violated.\footnote{The following example illustrates how condition (A4) can fail. Let $\pi^* = 16$, $c^* = 1$, $t = 1/6$ and suppose that each player has a large number of bullets remaining. Suppose that at time $1/6$, $i$ intends to fire as many as three bullets in immediate succession, if his earlier bullets miss. If $j$ waits in the hope that all three bullets miss, his payoff must be strictly less than $(1/6)^2 \times 16 \times (2 - 1/6) - 1 = 2$. On the other hand, if he fires at the same instant that $i$ fires his first shot, $j$'s payoff will be at least $1/4 \times 16 \times (2 - 1/6) - 1 = 5$.} Fortunately, there is a simple way to resolve
this difficulty. For a duopoly phase, \( \beta \), let \( IS(\beta) \) denote the set of immediate successors of \( \beta \). \( IS(\beta) \) consists of the phases \((\beta, -1, \beta)\), \((\beta, \beta - 1)\) and \((\beta, -1, \beta, -1)\). These are the phases that are directly relevant for the purposes of defining \( CD^\beta \). From Proposition IV, we know that for any \( \beta' \in IS(\beta) \) and any subduel of \( CD^\beta' \) that begins beyond the firing time \( t^\beta' \) for \( CD^\beta' \), there are three kinds of equilibria. For each \( t \), there is one kind that \( t \) strictly prefers. The third kind, involving randomization, is bad for both players. Accordingly, we can use these different equilibria to reward following and punish firing simultaneously, when we define the payoffs for \( CD^\beta \). For example, if agents in \( CD^\beta \) fire simultaneously at \( \tau \geq t^{\beta, -1, \beta, -1} \), we will determine their payoffs by playing the equilibrium profile that is bad for both of them in the subduel \( CD^{\beta, -1, \beta, -1}(\tau) \). \(^{34}\) Similarly \( i \) leads and \( j \) follows at \( \tau \), payoffs will be determined by playing the equilibrium that \( j \) strictly prefers in \( CD^{\beta, -1, \beta, -1}(\tau) \). It turns out that this construction strikes just the right balance: in classical duels defined by this procedure, following will be preferable to firing simultaneously, but leading will be preferable to following in the regions where these inequalities are important.

We now construct the strategy pair \( f^* \). As usual, we begin with the monopoly phases of the game. Fix \( \beta_i > 0 \) and let \( h \) be a phase-\((\beta_i, 0)\) history. Set \( f^*_i(\cdot, h) = 0 \) and define \( f^*_i(\cdot, h) \) by, for \( t \in [0, 2) \),

\[
f^*_i(t, h) = \begin{cases} 
1 & \text{if } t < t^{\beta_i, 0} \\
0 & \text{if } t \geq t^{\beta_i, 0},
\end{cases}
\]

where \( t^{\beta_i, 0} \) is defined on p. 4. Now, for each firing state \( \alpha \), define the continuation payoff functions \( \Psi_i(\cdot; \alpha; (\beta_i, 0)) = (\Psi_i(\cdot; \alpha; (\beta_i, 0)), \Psi_j(\cdot; \alpha; (\beta_i, 0))) \). (The role of \( \alpha \) will be explained later.) That is, \( \Psi_i(\tau; \alpha; (\beta_i, 0)) \) denotes \( i \)'s monopoly payoff if he plays \( f^*_i \) starting from the decision node \((\tau, h)\). Note that for each \( \beta_i \) and \( t \leq t^{\beta_i, 0} \), \( (\Psi_i(\tau; \alpha; (\beta_i, 0)), \Psi_j(\tau; \alpha; (\beta_i, 0))) = (\Pi_t^{\beta_i, 0}, 0) \).

Beyond this time, \( \Psi_i(\cdot; \alpha; (\beta_i, 0)) \) will be strictly decreasing.

---

\(^{33}\) In an asymmetric game, it is difficult to guarantee existence unless (A4) is satisfied. To see this, suppose that for each \( i \), \( L_i(\cdot) \) is strictly increasing, and that beyond the firing time \( \tilde{t} \), \( L_i(\cdot) > S_i(\cdot) > F_i(\cdot) \) while \( L_i(\cdot) > F_i(\cdot) > S_j(\cdot) \). For reasons explained above, \( i \) will be willing to fire at \( t \) only if \( j \) fires with positive probability either at or immediately after \( t \). However, if the inequalities are as specified for \( i \), then \( i \) never be indifferent between firing and following, and so, in equilibrium, will fire at \( t \) with probability either zero or unity. However, if \( i \) fires with probability one, \( j \) prefers following to moving simultaneously. Thus it is impossible to construct an equilibrium profile in which any agent moves with positive probability at any time.

\(^{34}\) Obviously, if they fire simultaneously before \( t^{\beta_i, -1, \beta_i, -1} \), then their continuation payoffs are uniquely determined.
Once we have defined $f^*$ for all the monopoly phases, we can proceed inductively. We will solve all the phases in which one player has only one bullet, i.e., $(1, 1), (2, 1), \ldots, (\beta^r, 1)$ then proceed to phase $(2, 2), (3, 2)$, etc. Fix a duopoly phase, $\beta$. Assume that for each $\beta' \in \{(n, \beta_j - 1), 1 \leq n \leq \beta^r_i\} \cup \{(n, \beta_j), 1 \leq n < \beta_i\}$, the classical duel $CD^{\beta'}$ has been defined and its payoffs satisfy conditions (A1)-(A4). [This hypothesis is certainly satisfied when $\beta = (2, 1)$: in this case, the only $\beta'$ in the above set is $(1, 1)$, and $CD^{1,1}$, defined on p. 16 certainly satisfies (A1)-(A4).] To define payoffs for $CD^\beta$, we will need continuation payoff functions, $\Psi(\cdot; \alpha; \beta')$, for each $\alpha$ and each immediate successor, $\beta'$, of $\beta$. If $\beta'$ is a monopoly phase, the $\Psi(\cdot; \alpha; \beta')$'s have already been defined. Otherwise, we will define them by constructing an equilibrium profile, $\xi^{(\tau; \alpha; \beta')}(\cdot)$, for the subdual $CD^{\beta'}(\tau)$ and setting $\Psi(\tau; \alpha; \beta')$ equal to the payoffs generated by playing this profile in that subduel.

The profile $\xi^{(\tau; \alpha; \beta')}(\cdot)$ is defined as follows. For each $t \in [\tau, 2)$ and each firing state $\alpha$, we define:

\[
\xi^{(\tau; \alpha; \beta')}(t) = \begin{cases} 
0 & \text{if } t \in [\tau, t^\beta') \\
1 & \text{if } t = t^\beta > \tau \text{ and } \beta^r_i < \beta^r_j \\
0 & \text{if } t = t^\beta > \tau \text{ and } \beta^r_i \geq \beta^r_j \\
1 & \text{if } t = \tau \geq t^\beta \text{ and } \alpha = \{j\} \\
0 & \text{if } t = \tau \geq t^\beta \text{ and } \alpha = \{i\} \\
\frac{L^\beta(t) - F^\beta(t)}{L^\beta(t) - S^\beta(t)} & \text{if } t = \tau \geq t^\beta \text{ and } \alpha = \{i, j\} \\
\frac{L^\beta(t) - F^\beta(t)}{L^\beta(t) - S^\beta(t)} & \text{if } t = \max(\tau, t^\beta) 
\end{cases}
\]  
(5.1)

Now for each $\alpha$, define the continuation payoff $\Psi(\tau; \alpha; \beta')$ to be the outcome generated by playing the profile $\xi^{(\tau; \alpha; \beta')}(\cdot)$ in the subduel $CD^{\beta'}(\tau)$. It is straightforward to verify that $\Psi(\tau; \alpha; \beta')$ has the following values:

\[
\Psi(\tau; \alpha; \beta') = \begin{cases} 
(L^\beta \langle t^\beta \rangle, L^\beta \langle t^\beta \rangle) & \text{if } \tau \in [\tau, t^\beta) \\
(F^\beta \langle \tau \rangle, L^\beta \langle \tau \rangle) & \text{if } \tau \geq t^\beta \text{ and } \alpha = \{i\} \\
(L^\beta \langle \tau \rangle, F^\beta \langle \tau \rangle) & \text{if } \tau \geq t^\beta \text{ and } \alpha = \{j\} \\
(F^\beta \langle \tau \rangle, F^\beta \langle \tau \rangle) & \text{if } \tau \geq t^\beta \text{ and } \alpha = \{i, j\}
\end{cases}
\]  
(5.2)

There is, here, a potential source of confusion. In section II, we constructed the strategy profile $\xi^{\tau\alpha}$; Now, we define the profile
We can now specify the payoffs that define $CD^B$. For each $t \in [0, 2)$,

\[ L^B_t = \pi^*(2 - t) - c^* + (1 - t)\Psi_i(t; \{i\}; (\beta_t, -1, \beta_j)) \quad (5.3.a) \]
\[ F^B_t = (1 - t)\Psi_i(t; \{j\}; (\beta_t, \beta_j)) \quad (5.3.b) \]
\[ S^B_t = (1 - t) \left[ t\pi^*(2 - t) - c^* + (1 - t)\Psi_i(t; \{i, j\}; (\beta_t, -1, \beta_j)) \right] - tc^* \quad (5.3.c) \]
\[ L^B_t = \pi^*(2 - t) - c^* + (1 - t)\Psi_j(t; \{j\}; (\beta_t, \beta_j)) \quad (5.3.d) \]
\[ F^B_t = (1 - t)\Psi_j(t; \{i\}; (\beta_t, -1, \beta_j)) \quad (5.3.e) \]
\[ S^B_t = (1 - t) \left[ t\pi^*(2 - t) - c^* + (1 - t)\Psi_j(t; \{i, j\}; (\beta_t, -1, \beta_j)) \right] - tc^* \quad (5.3.f) \]

To complete the inductive step, we need to prove that these payoffs satisfy conditions (A1)-(A4). Once this is established, we can define duels corresponding to phase $(\beta'_t, \beta_j)$, for each $\beta'_t \geq \beta_j > \beta_t$. Finally, we can use the equilibrium profiles obtained in prior steps to define the duel corresponding to $(\beta_j + 1, \beta_j + 1)$. In this way, we can define classical duels corresponding to each duopoly phase of the game.

We can now define our profile $f^*$ for the monopoly phases of the game. For each duopoly phase history $h \neq h^\varnothing$, we define $f^*(\cdot, h) = \xi^{(\text{inc}^{(h); \text{dec}^{(h); h}})}(\cdot)$. For the zero-length history $h^\varnothing$, choose $\alpha$ arbitrarily from among the firing-states, and define $f^*(\cdot, h^\varnothing) = \xi^{(\text{inc}; \text{dec})}$. Our final result is:

**Thm V:** Fix a triple $(\beta^*, \pi^*, c^*)$. If this triple satisfies the test specified in Proposition IV, then the strategy profile $f^*$ is a subgame perfect equilibrium profile for the multistage duel with these parameters.

As we have indicated, the delicate step in the proof is the verification that the classical duels defined above satisfy conditions (A1)-(A4). Once this is established, the theorem follows easily from Proposition IV. We will outline the proof that condition (A4) is satisfied for player $j$. The remainder of the proof is relegated to the appendix.

First suppose that $i$ fires in $CD^B$ at $t < t^{B, -1, B_j}$. If he misses, the bullet in phase $(\beta_t, -1, \beta_j)$ will not be fired until $t^{B, -1, B_j}$. Suppose that $j$ follows at $t$. If $i$ misses, $j$ has the option of leading at $t$ in phase

\[ \xi^{(\text{inc}; \text{dec}; \text{inc})}. \] The superscripts $i$ and (i) indicate very different things: $i$ signals that $i$ will fire immediately at $t$; (i) indicates that $i$ has just fired and now it is $-i$'s turn to fire.
(\(\beta_i, 1, \beta_j\)). The probability that \(i\) will miss and \(j\) will then hit at \(\tau\) is \(\tau(1 - \tau)\). If \(i\) and \(j\) fire simultaneously at \(\tau\), the probability that \(j\) alone will score is, once again, \(\tau(1 - \tau)\). On the other hand, the cost of firing simultaneously exceeds the expected cost of following: if \(j\) fires simultaneously, he incurs the cost of the bullet whether \(i\) hits or misses; if \(j\) follows, he incurs this cost only if \(i\) misses. Finally, if \(i\)'s bullet and \(j\)'s both miss, then phase \((\beta_i, 1, \beta_j, -1)\) will be reached. The bullet in this phase will not be fired until \(i^{\beta_i, 1, \beta_j, -1} > i^{\beta_i, 1, \beta_j}\). Thus, \(j\)'s payoff conditional on reaching phase \((\beta_i, 1, \beta_j, -1)\) will be the same, i.e.,

\(L_j^{\beta_i, 1, \beta_j, -1}(i^{\beta_i, 1, \beta_j, -1})\), whether he follows or fires simultaneously at \(\tau\) in phase \(\beta\). Therefore, \(j\) can do strictly better than firing simultaneously at \(\tau\) in phase \(\beta\) by following at \(\tau\) and then firing immediately in phase \((\beta_i, 1, \beta_j)\) if \(i\) misses. This establishes that \(F^\beta(\tau) > S^\beta(\tau)\).\(^{36}\)

Now suppose that \(i\) fires at \(\tau \in [i^{\beta_i, 1, \beta_j}, i^{\beta_i, 1, \beta_j, -1}]\). If \(j\) follows and \(i\) misses, then \(f^*\) has \(j\) leading immediately in phase \((\beta_i, 1, \beta_j)\) and, if he misses, firing again at \(\max(\tau, i^{\beta_i, 1, \beta_j, -1})\). Repeat the argument just given to establish that \(j\) does strictly better by following. Finally, suppose that \(i\) fires at \(\tau \geq i^{\beta_i, 1, \beta_j, -1}\).\(^{37}\)

Once again, \(f^*\) has \(j\) leading immediately if phase \((\beta_i, 1, \beta_j)\) is reached. The difference here is that if \(j\) also misses, the bullet in phase \((\beta_i, 1, \beta_j, -1)\) will be fired immediately. If \(j\) follows in phase \(\beta\) and phase \((\beta_i, 1, \beta_j, -1)\) is reached, \(f^*\) has \(i\) leading. If \(j\) fires simultaneously with \(i\) in phase \(\beta\) and phase \((\beta_i, 1, \beta_j, -1)\) is reached, \(f^*\) has both players randomizing in phase \((\beta_i, 1, \beta_j, -1)\). In either case, \(j\)'s payoff conditional on phase \((\beta_i, 1, \beta_j, -1)\) being reached is \(F_j^{\beta_i, 1, \beta_j, -1}(i^{\beta_i, 1, \beta_j, -1})\). Therefore, once again, he strictly prefers following to firing simultaneously. This completes our verification that condition (A4) is satisfied.

\(^{36}\) Of course, \(j\) chooses not to fire immediately at \(\tau\), but waits until \(i^{\beta_i, 1, \beta_j}\) before firing. This fact does not our argument however: it only means that the advantage to following is even greater than we indicated.
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APPENDIX.

We first prove that the conclusions of Theorems II and III hold for the "test firing times" $t_{\beta}^{\beta}$ and "test payoff vectors" $(\Pi_{\beta}^{\beta})_{\beta \in \mathbb{R}^+}$ defined by the algorithm on pp. -12. We then prove existence (Theorem V), in the following way. We fix a triple $(\beta^*, \pi^*, c^*)$ that satisfies our test. We show that for every duopoly phase $\beta$, the phase $\beta$ classical duel defined by playing $f^*$ beyond phase $\beta$ coincides on $[0, t_{\beta}^{\beta-1,\beta}]$ with the "test payoff functions" defined by (2.6.d')-(2.6.d') above. By assumption, the lead and follow functions for this phase intersect in the above interval. Moreover, when the definition of the payoff functions is completed by playing $f^*$ starting from beyond $t_{\beta}^{\beta-1,\beta}$, the classical duel will satisfy conditions (A1)-(A4). We can conclude from Proposition IV, therefore, that for any phase $\beta$ history $h$, and any $t, f^*$ is an equilibrium for subgame that begins at $(t, h)$. It follows immediately that the conclusions of Theorems II and III hold for the particular equilibrium profile $f^*$. Finally, we prove the uniqueness parts of Theorems II and III, and simultaneously prove Proposition I, in the following way. We establish that for any equilibrium profile $f$, and any duopoly phase, $\beta$, the lead and follow payoffs for the phase $\beta$ classical duel defined by playing $f$ beyond phase $\beta$ coincide with the lead and follow payoffs defined by playing $f^*$. (This is an immediate consequence of our assumption F5 on strategies.) The payoffs to firing simultaneously may differ. We show, however, that this difference does not matter, i.e., $f$ and $f^*$ are effectively equivalent. The uniqueness results now follow immediately.

VI. Proof of Theorems II and III: the first step.

In this subsection, we prove that the conclusions of Theorems II and III hold for the "test firing times" $(t_{\beta}^{\beta})_{\beta \in \mathbb{R}^+}$ and "test payoff vectors" $(\Pi_{\beta}^{\beta})_{\beta \in \mathbb{R}^+}$, defined by the algorithm on pp. -12. As usual, we will always assume that $i$ has at least as many bullets remaining as $j$. We shall sometimes refer to $j$ as the "weak" and $i$ as the "strong" player.

The Monopolist's problem

Recall from expression (2.1) that the monopolist with $\beta$, bullets has to maximize:

$$
\bar{L}^{\beta,0} = t(2 - t)c^* + (1 - t)\Pi_{\beta,-1,0}^{\beta}
$$

(A.1)
Now \( \frac{dL_i^{\beta,0}(t)}{dt} = 2\pi^*(1 - \tau_i^{\beta,0}) - \pi_i^{\beta,-1,0} \), so that \( L_i^{\beta,0}(t) \) is maximized at \( \tau_i^{\beta,0} = 1 - \frac{\pi_i^{\beta,-1,0}}{2\pi^*} \). Let \( \pi_i^{2,0} = L_i^{\beta,0}(\tau_i^{\beta,0}). \) Substituting for \( \tau_i^{\beta,0} \) in \((A.1)\), we have

\[
\pi_i^{2,0} = 2\pi^*(2 - \tau_i^{\beta,0}) + (1 - \tau_i^{\beta,0})\pi_i^{\beta,-1,0} - c^* \tag{A.2}
\]

\[
= (1 - \frac{(\pi_i^{\beta,-1,0})^2}{4\pi^*})\pi_i^{\beta,-1,0} + \frac{\pi_i^{\beta,-1,0}}{2\pi^*} - \pi_i^{\beta,-1,0} - c^*
\]

\[
= (\pi^* - c^*) + \frac{(\pi_i^{\beta,-1,0})^2}{4\pi^*}
\]

\[
= \pi_i^{1,0} + \frac{(\pi_i^{\beta,-1,0})^2}{4\pi^*}.
\]

We will show that \( i \)'s expected profit increases with the number of bullets he has remaining. We have

\[
\pi_i^{2,0} - \pi_i^{\beta,-1,0} = \pi_i^{1,0} + \frac{(\pi_i^{\beta,-1,0})^2}{4\pi^*} - \pi_i^{\beta,-1,0}.
\]

It is straightforward to check that the solutions to this system are \( 2\sqrt{\pi^*}(\sqrt{\pi^*} \pm \sqrt{c^*}) \).

Since \( \pi_i^{2,0} \) is a convex function of \( \pi_i^{\beta,-1,0} \), the difference \( (\pi_i^{2,0} - \pi_i^{\beta,-1,0}) \) must be positive on the interval \( [0, 2\sqrt{\pi^*}(\sqrt{\pi^*} - \sqrt{c^*})] \). Moreover, since \( \pi_i^{1,0} = (\sqrt{\pi^*} + \sqrt{c^*})(\sqrt{\pi^*} - \sqrt{c^*}) \), we have:

\[
2\sqrt{\pi^*}(\sqrt{\pi^*} - \sqrt{c^*}) - \pi_i^{1,0} = [2\sqrt{\pi^*} - (\sqrt{\pi^*} + \sqrt{c^*})](\sqrt{\pi^*} - \sqrt{c^*}) = (\sqrt{\pi^*} - \sqrt{c^*})^2,
\]

so that \( \pi_i^{2,0} \in [0, 2\sqrt{\pi^*}(\sqrt{\pi^*} - \sqrt{c^*})] \). This establishes that \( \pi_i^{2,0} \) is increasing in \( \beta_i \) over the region that concerns us.

\[\text{For example, when } \pi_i^{\beta,-1,0} = 2\sqrt{\pi^*}(\sqrt{\pi^*} - \sqrt{c^*}), \text{ we have:}
\]

\[
\pi_i^{1,0} + \frac{(\pi_i^{\beta,-1,0})^2}{4\pi^*} - \pi_i^{\beta,-1,0} = (\pi^* - c^*) + \frac{2\sqrt{\pi^*}(\sqrt{\pi^*} - \sqrt{c^*})}{4\pi^*} - 2\sqrt{\pi^*}(\sqrt{\pi^*} - \sqrt{c^*})
\]

\[
= (\pi^* - c^*) + \frac{(\sqrt{\pi^*} - \sqrt{c^*})^2}{4\pi^*} - 2\pi^* + 2\sqrt{\pi^*}c^*
\]

\[
= (\pi^* - c^*) + \pi^* + c^* - 2\sqrt{\pi^*}c^*4\pi^* - 2\pi^* + 2\sqrt{\pi^*}c^* = 0.
\]
The following property of the monopolists' decision problem plays an important role in our subsequent proof that the monopolist always fires later than the duopolists in the corresponding phase. The result is a bound on the rate at which the unopposed player's expected profits increase with the number of bullets he has remaining. The result is stated here for convenience:

\[
\left[2\tilde{\Pi}_{i}^{1,0} - \tilde{\Pi}_{i}^{\beta^{*}+1,0}\right] - (1 - \tilde{\tau}^{\beta^{*}+1,0})\left[2\tilde{\Pi}_{i}^{1,0} - \tilde{\Pi}_{i}^{2,0}\right] > 0. \tag{A.3}
\]

To verify (A.3), first observe that:

\[
(1 - \tilde{\tau}^{\beta^{*},0})\Pi_{i}^{\beta^{*}+1,0} = \frac{(\tilde{\Pi}_{i}^{\beta^{*}+1,0})^2}{2\pi^*} = 2(\tilde{\Pi}_{i}^{2,0} - \tilde{\Pi}_{i}^{1,0}). \tag{A.4}
\]

Therefore,

\[
\left[2\tilde{\Pi}_{i}^{1,0} - \tilde{\Pi}_{i}^{\beta^{*}+1,0}\right] - (1 - \tilde{\tau}^{\beta^{*}+1,0})\left[2\tilde{\Pi}_{i}^{1,0} - \tilde{\Pi}_{i}^{2,0}\right] \\
= \left[2\tilde{\Pi}_{i}^{1,0} - \tilde{\Pi}_{i}^{\beta^{*}+1,0}\right] + 2\left[\tilde{\Pi}_{i}^{\beta^{*}+1,0} - \tilde{\Pi}_{i}^{1,0}\right] - 2(1 - \tilde{\tau}^{\beta^{*}+1,0})\tilde{\Pi}_{i}^{1,0} \\
= \tilde{\Pi}_{i}^{\beta^{*}+1,0} - 2\tilde{\Pi}_{i}^{1,0} - \frac{\tilde{\Pi}_{i}^{2,0}}{2\pi^*} \\
= \tilde{\Pi}_{i}^{\beta^{*}+1,0} - 2(\pi^* - c^*)\frac{\tilde{\Pi}_{i}^{2,0}}{2\pi^*} \\
> \tilde{\Pi}_{i}^{\beta^{*}+1,0} - \tilde{\Pi}_{i}^{2,0} > 0.
\]

The first equality follows from (A.4); The first inequality holds because $\pi^* > c^*$; the second because $\tilde{\Pi}_{i}^{\beta^{*}+1,0} > \tilde{\Pi}_{i}^{2,0}$.

The duopoly phases.

We will establish that the following statements are true, for all $1 \leq \beta_j' \leq \beta_j^*$ and all $\beta_j' \leq \beta_j' \leq \beta_j^*$.

The proof is induction on $\beta_j'$, i.e., the number of bullets that $j$ has available.
\[ \tilde{\beta}^{\beta_i' + \beta_j'; 0} > \tilde{\beta}^{\beta_i'}; \quad \text{[App.5a.}(\beta_i', \beta_j')\text{]} \]

\[ \tilde{\pi}_i^{\beta_i'+1, \beta_j'-1} + \tilde{\pi}_j^{\beta_i'+1, \beta_j'-1} > \tilde{\pi}_i^{\beta_i'} + \tilde{\pi}_j^{\beta_j'}; \quad \text{[App.5b.}(\beta_i', \beta_j')\text{]} \]

player j fires the bullet in phase \((\beta_i'+1, \beta_j')\); \text{[App.5c.}(\beta_i', \beta_j')\text{]} \]

\[ \tilde{\beta}^{\beta_i'+2, \beta_j'} > \tilde{\beta}^{\beta_i'+1, \beta_j'+1}; \quad \text{[App.5d.}(\beta_i', \beta_j')\text{]} \]

We first prove that [App.5a.}(\beta_i', 1)\text{]-[App.5d.}(\beta_i', 1)\text{]} are true, for every \(\beta_i' \geq 1\). We then proceed inductively.

Fix \(\beta_j > 1\) and assume that for every \(\nu \geq \beta_j-1\), statements [App.5a.}(\beta_i', \beta_j-1)\text{]-[App.5d.}(\beta_i', \beta_j-1)\text{]} are true.

For every \(\beta_i' < \beta_j\) and every \(\beta_i' > \beta_j\), [App.5a.}(\beta_i', \beta_j')\text{]-[App.5d.}(\beta_i', \beta_j')\text{]} are true. We will prove [App.5a.}(\beta_i', \beta_j)\text{]-[App.5d.}(\beta_i', \beta_j)\text{], for every \(\beta_i' \geq \beta_j\).

**Proof of [App.5a.}(1, 1)\text{]-[App.5d.}(1, 1)\text{].**

Recall that the payoffs \(\tilde{E}^{1,1}(\cdot)\) and \(\tilde{F}^{1,1}(\cdot)\) are defined as follows:

\[ \tilde{E}^{1,1}(\cdot) = t\pi^*(2 - t) - c^* \]
\[ \tilde{F}^{1,1}(\cdot) = (1 - t)\tilde{\pi}_i^{1,0}. \]

Since \(\tilde{E}^{1,1}(\cdot) - \tilde{F}^{1,1}(\cdot)\) is strictly increasing in \(t\), we need only show that \(\tilde{E}^{1,1}(\tilde{\tau}^{2,0}) - \tilde{F}^{\beta_i', \beta_j'+1}(\tilde{\tau}^{\beta_i', \beta_j'+1}) > 0\).

We have:

\[ \tilde{E}^{1,1}(\tilde{\tau}^{2,0}) - \tilde{F}^{\beta_i', \beta_j'+1}(\tilde{\tau}^{\beta_i', \beta_j'+1}) = \tilde{\tau}^{2,0}\pi^*(2 - \tilde{\tau}^{2,0}) - c^* - (1 - \tilde{\tau}^{2,0})\tilde{\pi}_i^{1,0} \]
\[ = \tilde{\pi}_i^{2,0} - (1 - \tilde{\tau}^{2,0})\tilde{\pi}_i^{1,0} - (1 - \tilde{\tau}^{2,0})\tilde{\pi}_i^{1,0} \]
\[ = \tilde{\pi}_i^{1,0} - 4\left[\tilde{\pi}_i^{1,0} - \tilde{\pi}_i^{1,0}\right] \]
\[ = 4\tilde{\pi}_i^{1,0} - 3\tilde{\pi}_i^{1,0} \]
\[ = 4(\pi^* - c^*) - 3\left[(\pi^* - c^*) + \frac{(\pi^* - c^*)^2}{4\pi^*}\right] \]
\[ > (\pi^* - c^*) - \frac{3}{4}(\pi^* - c^*) > 0. \]

The first identity follows from (App.1) and the second from (App.2); the two strict inequalities follow from
\[ \pi^* > c^*. \]

We next consider [A.5b.(1,1)]. Since \( \bar{\Pi}^{2.0}_j = 0 \), we need to prove that \( \bar{\Pi}^{2.0}_i > 2\bar{\Pi}^{1.1}_i \). Now \( \bar{\tau}^{2.0} \) maximizes

\[
\bar{L}^{2.0}_i(\cdot) = m^*(2 - t) - c^* + (1 - t)\bar{\Pi}^{1.0}_i = \bar{L}^{1.1}_i(\cdot) + \bar{F}^{1.1}_i(\cdot). \]

Necessarily, therefore,

\[
\bar{\Pi}^{1.0}_i \geq \bar{L}^{1.1}_i(\bar{\tau}^{1.1}_i) + \bar{F}^{1.1}_i(\bar{\tau}^{1.1}_i) = 2\bar{\Pi}^{1.1}_i. \]

Since \( \bar{L}^{2.0}_i(\cdot) \) is strictly concave in \( t \) and \( \bar{\tau}^{2.0} \neq \bar{\tau}^{1.1}_i \), it follows that the above inequality is strict.

Statement [A.5c.(1,1)]—\( j \) fires the bullet in phase (2,1)—was proved in section II above.

Now fix \( \beta_i > 1 \) and assume that statements [A.5a.(\beta_i,1)]-[A.5c.(\beta_i,1)] are true. We will show that [A.5a.(\beta_i,1)]-[A.5c.(\beta_i,1)] are true. We first show that \( \bar{\tau}^{\beta_i,0}_j + 1.0 > \bar{\tau}^{\beta_i}_j \). From [A.5c.(\beta_i,1)], we know that \( j \) fires the bullet in phase \( (\beta_i,1) \). Since \( \bar{L}^{\beta_i,1}_i(\cdot) - \bar{F}^{\beta_i,1}_i(\cdot) \) is strictly increasing, we need only check that

\[
\bar{L}^{\beta_i,1}_i(\bar{\tau}^{\beta_i,0}_j + 1.0) - \bar{F}^{\beta_i,1}_i(\bar{\tau}^{\beta_i,0}_j + 1.0) \text{ is positive. We have:}
\]

\[
\begin{align*}
\bar{L}^{\beta_i,1}_i(\bar{\tau}^{\beta_i,0}_j + 1.0) - \bar{F}^{\beta_i,1}_i(\bar{\tau}^{\beta_i,0}_j + 1.0) &= \bar{\tau}^{\beta_i,0}_j + 1.0 \{ (2 - \bar{\tau}^{\beta_i,0}_j) - c^* + (1 - \bar{\tau}^{\beta_i,0}_j) \bar{\Pi}^{\beta_i,0}_i \} - \bar{\Pi}^{2.0}_i \\
&= \bar{\tau}^{\beta_i,0}_j + 1.0 \{ (2 - \bar{\tau}^{\beta_i,0}_j) - c^* + (1 - \bar{\tau}^{\beta_i,0}_j) \bar{\Pi}^{\beta_i,0}_i \} - \bar{\Pi}^{2.0}_i \\
&> \bar{\tau}^{\beta_i,0}_j \{ (2 - \bar{\tau}^{\beta_i,0}_j) - c^* + (1 - \bar{\tau}^{\beta_i,0}_j) \bar{\Pi}^{\beta_i,0}_i \} - \bar{\Pi}^{2.0}_i \\
&= \bar{\Pi}^{\beta_i,0}_i + 2 \{ \bar{\Pi}^{1.0}_i - \bar{\Pi}^{\beta_i,0}_i \} - (1 - \bar{\tau}^{\beta_i,0}_j) \bar{\Pi}^{2.0}_i + 2 \{ \bar{\Pi}^{2.0}_i - \bar{\Pi}^{1.0}_i \} \\
&= 2\bar{\Pi}^{1.0}_i - \bar{\Pi}^{\beta_i,0}_i - (1 - \bar{\tau}^{\beta_i,0}_j) \bar{\Pi}^{2.0}_i + 2 \bar{\Pi}^{2.0}_i \\
&> 0.
\end{align*}
\]

The first inequality follows because \( \bar{\tau}^{\beta_i,0} > \bar{\tau}^{\beta_i,1} \). The next three identities follow from (A.1), (A.4) and (A.3). The second inequality follows from (A.3).

Statement [A.5b.(\beta_i,1)] now follows easily. Since \( \bar{\Pi}^{\beta_i,0}_j = 0 \), we need to prove that \( \bar{\Pi}^{\beta_i,0}_i > \bar{\Pi}^{\beta_i,0}_j + \bar{\Pi}^{\beta_i,1}_j \). As before, \( \bar{\tau}^{\beta_i,0}_j \) maximizes

\[
\bar{L}^{\beta_i,0}_i(\cdot) = m^*(2 - t) - c^* + (1 - t)\bar{\Pi}^{2.0}_i = \bar{L}^{\beta_i,1}_j(t) + \bar{F}^{\beta_i,0}_i(\cdot). \]

Necessarily, therefore,
\( \Pi_i^{\beta,1} \geq L_i^{\beta,1}(\tau_i^{\beta,1}) + F_i^{\beta,1}(\tau_i^{\beta,1}). \) Since \( L_i^{\beta,1}(\cdot) \) is strictly concave in \( t \) and \( \tau_i^{\beta,1} \neq \tau_i^{\beta,1} \), it follows that the above inequality is strict.

We now prove statement [A.5c.(\beta_i,1)]. We have:

\[
\begin{align*}
L_i^{\beta,1+1}(t) &= m^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta,1} \\
F_i^{\beta,1+1}(t) &= (1 - t)\Pi_i^{\beta,1+1} \\
L_j^{\beta,1+1}(t) &= m^*(2 - t) - c^* \\
F_j^{\beta,1+1}(t) &= (1 - t)\Pi_j^{\beta,1} 
\end{align*}
\]

To show that \( j \) fires, we need only check that \( \Pi_j^{\beta,1-1} + \Pi_i^{\beta,1-1} < \Pi_j^{2,0} \). As before, since \( \Pi_j^{\beta,0} \) was chosen to maximize \( L_i^{\beta,1-1}(\cdot) + F_i^{\beta,1-1}(\cdot) \), we have \( \Pi_j^{\beta,1-1} + \Pi_i^{\beta,1-1} \leq \Pi_j^{2,0} \). Repeating our earlier argument, the inequality must hold strictly.

Now fix \( \beta_i \geq 1 \). If \( \beta_i > 1 \), assume [A.5d.(\beta_i-1,1)] is true. We will show [A.5d.(\beta_i,1)] is true. We have

\[
\begin{align*}
L_i^{\beta,1+2}(t) &= m^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta,1+1} \\
F_i^{\beta,1+2}(t) &= (1 - t)\Pi_i^{\beta,1+2} \\
L_i^{\beta,1+2}(t) &= m^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta,2} \\
F_i^{\beta,1+2}(t) &= (1 - t)\Pi_i^{\beta,1+1} 
\end{align*}
\]

To establish \( \bar{\tau}_i^{\beta,1+2} > \bar{\tau}_i^{\beta,1+2} \), it is sufficient to show \( \Pi_i^{\beta,1+1} - \Pi_i^{\beta,2+1} < \Pi_i^{\beta,2} - \Pi_i^{\beta,1} \), i.e.,

\[
2\Pi_i^{\beta,1+1} - \Pi_i^{\beta,2} < \Pi_i^{\beta,2+0}. \tag{A.6}
\]

By [A.5c.(\beta_i,1)], \( j \) fires in phase \( (\beta_i+1,1) \), so \( i \) is indifferent between firing and following. Therefore,

\[
\Pi_i^{\beta,1+1} = L_i^{\beta,1+1}(\tau_i^{\beta+1}) = F_i^{\beta,1+1}(\tau_i^{\beta+1}). \quad \text{If} \quad \beta_i = 1, \quad \text{then from [A.5c.(\beta_i,1)],} \quad \Pi_j^{2,1} = L_j^{2,1}(\tau_j^{2,1}), \quad \text{so that}
\]
\[ 2\tilde{\Pi}^\beta_{1,1} - \tilde{\Pi}^\beta_{1,1} = 2\tilde{t}^{2,1}\pi^*(2 - \tilde{t}^{2,1}) - c^* + 2(1 - \tilde{t}^{2,1})\tilde{\Pi}^\beta_{1,1} - \tilde{t}^{2,1}\pi^*(2 - \tilde{t}^{2,1}) - c^* = \tilde{t}^{2,1}\pi^*(2 - \tilde{t}^{2,1}) - c^* + 2(1 - \tilde{t}^{2,1})\tilde{\Pi}^\beta_{1,1} \\
< \tilde{t}^{2,1}\pi^*(2 - \tilde{t}^{2,1}) - c^* + (1 - \tilde{t}^{2,1})\tilde{\Pi}^\beta_{1,1} \\
< \tilde{t}^{3,0}\pi^*(2 - \tilde{t}^{3,0}) - c^* + (1 - \tilde{t}^{3,0})\tilde{\Pi}^\beta_{1,1} = \tilde{\Pi}^\beta_{1,1}. \]

The first inequality follows from [A.5b.(1,1)], the second from [A.5a.(2,1)]. If \( \beta_i > 1 \), we have:

\[
2\tilde{\Pi}^\beta_{i,1} - \tilde{\Pi}^\beta_{i,1} \leq \tilde{L}^\beta_{i,1}(t - \tilde{t}^{\beta,-1,1}) - \tilde{F}^\beta_{i,2}(t - \tilde{t}^{\beta,-1,1}) + \tilde{F}^\beta_{i,1}(t - \tilde{t}^{\beta,+1,1}) \\
= \tilde{t}^{\beta,+1,1}\pi^*(2 - \tilde{t}^{\beta,+1,1}) - c^* + (1 - \tilde{t}^{\beta,+1,1})\tilde{\Pi}^\beta_{i,1} \\
- (1 - \tilde{t}^{\beta,+0})\tilde{\Pi}^\beta_{i,1} + (1 - \tilde{t}^{\beta,+1,1})\tilde{\Pi}^\beta_{i,1} \\
< \tilde{t}^{\beta,+1,1}\pi^*(2 - \tilde{t}^{\beta,+1,1}) - c^* + (1 - \tilde{t}^{\beta,+1,1})\tilde{\Pi}^\beta_{i,1} \\
< \tilde{t}^{\beta,+2,0}\pi^*(2 - \tilde{t}^{\beta,+2,0}) - c^* + (1 - \tilde{t}^{\beta,+2,0})\tilde{\Pi}^\beta_{i,1} = \tilde{\Pi}^\beta_{1,0}. \]

The weak inequality holds because by [A.5c.(\beta,1)], \( j \) fires in phase \((\beta_i+1,1)\), so that \( \tilde{\Pi}^\beta_{i,1} = \tilde{L}^\beta_{i,1}(t - \tilde{t}^{\beta,+1,1}) = \tilde{F}^\beta_{i,2}(t - \tilde{t}^{\beta,+1,1}) \), while \( \tilde{\Pi}^\beta_{i,1} \geq \tilde{F}^\beta_{i,2}(t - \tilde{t}^{\beta,+2,0}) \). The first strict inequality holds because by [A.5d.(\beta,-1,1)], \( \tilde{\Pi}^\beta_{i,1} > \tilde{t}^{\beta,+2,0} \), so that \((1 - \tilde{t}^{\beta,+1,1})\tilde{\Pi}^\beta_{i,1} - (1 - \tilde{t}^{\beta,+2,0})\tilde{\Pi}^\beta_{i,1} < 0 \); the second strict inequality holds because \( \tilde{t}^{\beta,+2,0} \) maximizes \( t\pi^*(2 - t) - c^* + (1 - t)\tilde{\Pi}^\beta_{i,1} \) and by [A.5d.(\beta,-1,1)], \( \tilde{t}^{\beta,+1,1} = \tilde{t}^{\beta,+2,0} \).

The Inductive Step.

Now fix \( \beta_j > 1 \) and assume that for every \( \beta_i \geq \beta_j - 1 \), [A.5a.(\beta_i,\beta_j-1)]-[A.5d.(\beta_i,\beta_j-1)] are true. We will show that for every \( \beta_i' \geq \beta_j \), [A.5a.(\beta_i,\beta_j)]-[A.5d.(\beta_i,\beta_j)] are true. To prove [A.5a.(\beta_i,\beta_j)], we need to verify that \( \tilde{L}^\beta_{i,1}(\cdot) \) intersects \( \tilde{F}^\beta_{i,1}(\cdot) \) at a time strictly before \( \tilde{t}^{\beta,+2,0} \). Since \( \tilde{L}^\beta_{i,1}(\cdot) - \tilde{F}^\beta_{i,1}(\cdot) \) is strictly increasing, we need only show that \( \tilde{L}^\beta_{i,1}(\tilde{t}^{\beta,+2,0}) - \tilde{F}^\beta_{i,1}(\tilde{t}^{\beta,+2,0}) > 0 \). We have:
The first inequality will be true if \( \prod_{\beta_j=2}^{\beta_j} (1 - \bar{\tau}^{\beta_j,-1}) \geq \prod_{\beta_j=2}^{\beta_j} (1 - \bar{\tau}^\beta_{\beta_j-1}) \). But this inequality is satisfied because if \( \beta_j = \beta_i \), then \( \bar{\tau}^{\beta_i,-1} = \bar{\tau}^{\beta_i,-1} \), while if \( \beta_j < \beta_i \), then by [A.5d.\((\beta_i,-2,\beta_j-1)\)], the equality holds strictly. The second inequality holds because by [A.5d.\((\beta_i,\beta_j-1)\)], \( \bar{\tau}^{\beta_i,+\beta_j-1,0} > \bar{\tau}^{\beta_i,-1}\beta_j \) while by [A.5a.\((\beta_i,1,1)\)], \( \bar{\tau}_i^{\beta_i,0} > \bar{\tau}_i^{\beta_i,-1,1} \). The next identity is obtained by substitution, using (A.1) and (A.4). The last several inequalities follow from repeated application of (A.3).
We now prove [A.5b.($\beta_i, \beta_j$)] and [A.5c.($\beta_i, \beta_j$)], for $\beta_i \geq \beta_j$. If $\beta_i > \beta_j$, assume that [A.5b.($\beta_i, -1, \beta_j$)] and [A.5c.($\beta_i, -1, \beta_j$)] have already been proved. We first show that $\bar{\Pi}_i^\beta + \bar{\Pi}_j^\beta < \bar{\Pi}_i^{\beta, +1, \beta_j-1} + \bar{\Pi}_j^{\beta, +1, \beta_j-1}$. From [A.5d.($\beta_i, \beta_j-1$)], $j$ fires in phase $(\beta_i, +1, \beta_j-1)$, so that:

$$\bar{\Pi}_i^{\beta, +1, \beta_j-1} = \bar{\Pi}_i^{\beta, +1, \beta_j-1}(\bar{\tau}_i^{\beta, +1, \beta_j-1}) = (1 - \bar{\tau}_i^{\beta, +1, \beta_j-1})\bar{\Pi}_i^{\beta, +1, \beta_j-2}$$

$$\bar{\Pi}_j^{\beta, +1, \beta_j-1} = \bar{\Pi}_j^{\beta, +1, \beta_j-1}(\bar{\tau}_j^{\beta, +1, \beta_j-1}) = \bar{\tau}_j^{\beta, +1, \beta_j-1} - \pi^<(2 - \bar{\tau}_j^{\beta, +1, \beta_j-1}) - c^* + (1 - \bar{\tau}_j^{\beta, +1, \beta_j-1})\bar{\Pi}_j^{\beta, +1, \beta_j-2}$$

Also, the payoffs to leading and following in phase $(\beta_i, \beta_j)$ are equal, while if $\beta_i > \beta_j$, we know from [A.5b.($\beta_i, -1, \beta_j$)] that $j$ leads in phase $\beta_i$. Therefore

$$\bar{\Pi}_i^\beta = \bar{\Pi}_i^\beta(\bar{\tau}_i^\beta) = (1 - \bar{\tau}_i^\beta)\bar{\Pi}_i^{\beta, \beta_j-1}$$

$$\bar{\Pi}_j^\beta = \bar{\Pi}_j^\beta(\bar{\tau}_j^\beta) = \bar{\tau}_j^\beta - \pi^<(2 - \bar{\tau}_j^\beta) - c^* + (1 - \bar{\tau}_j^\beta)\bar{\Pi}_j^{\beta, \beta_j-1}$$

Combining these expressions yields

$$\bar{\Pi}_i^\beta + \bar{\Pi}_j^\beta = \bar{\tau}_i^\beta - \pi^<(2 - \bar{\tau}_i^\beta) - c^* + (1 - \bar{\tau}_i^\beta)(\bar{\Pi}_i^{\beta, \beta_j-1} + \bar{\Pi}_j^{\beta, \beta_j-1})$$

$$< \bar{\tau}_i^\beta - \pi^<(2 - \bar{\tau}_i^\beta) - c^* + (1 - \bar{\tau}_i^\beta)(\bar{\Pi}_i^{\beta, +1, \beta_j-2} + \bar{\Pi}_j^{\beta, +1, \beta_j-2})$$

$$= \bar{\Pi}_i^{\beta, +1, \beta_j-1}(\bar{\tau}_i^\beta) + \bar{\Pi}_j^{\beta, +1, \beta_j-1}(\bar{\tau}_j^\beta)$$

$$< \bar{\Pi}_i^{\beta, +1, \beta_j-1}(\bar{\tau}_i^{\beta, +1, \beta_j-1}) + \bar{\Pi}_j^{\beta, +1, \beta_j-1}(\bar{\tau}_j^{\beta, +1, \beta_j-1})$$

$$= \bar{\Pi}_i^{\beta, +1, \beta_j-1} + \bar{\Pi}_j^{\beta, +1, \beta_j-1}$$

The first inequality follows from [A.5b.($\beta_i, \beta_j-1$)]; the following identity holds because by [A.5c.($\beta_i, \beta_j-1$)], $j$ fires in phase $(\beta_i, +1, \beta_j-1)$; the next inequality follows because from [A.5d.($\beta_i, -1, \beta_j-1$)], $\bar{\tau}_i^{\beta, +1, \beta_j-1} > \bar{\tau}_i^\beta$, while from [A.5a.($\beta_i, +1, \beta_j-1$)], $\bar{\tau}_i^{\beta, +1, \beta_j-1} - 1 > \bar{\tau}_i^{\beta, +1, \beta_j-1}$, and because aggregate payoffs are a strictly concave function of time. Profits are higher when the firing time is closer to the optimum.

We now prove [A.5c.($\beta_i, \beta_j$)], i.e., that $j$ fires in phase $(\beta_i, +1, \beta_j)$. By the usual manipulations, we need to show that

$$\bar{\Pi}_i^\beta + \bar{\Pi}_j^\beta < \bar{\Pi}_i^{\beta, +1, \beta_j-1} + \bar{\Pi}_j^{\beta, +1, \beta_j-1}.$$ 

But this inequality follows immediately from step [A.5b.($\beta_i, \beta_j$)] above.
Now assume that for every $\beta'_i \geq \beta_j$, $[A.5b.(\beta'_i,\beta_j)]$ and $[A.5c.(\beta'_i,\beta_j)]$ are true. Fix $\beta_i \geq \beta_j$ and, if $\beta_i > \beta_j$, assume that $[A.5d.(\beta_i,\beta_j)]$ is true. We will prove $[A.5d.(\beta_i,\beta_j)]$. We need to show that whenever $i$ weakly prefers following to leading in phase $(\beta_i+1,\beta_j+1)$, he strictly prefers following to leading at this time in phase $(\beta_i+2,\beta_j)$.

As usual, $i$'s payoffs to leading and following in the relevant phases are:

$$L_i^{\beta_i+2,\beta_j}(t) = \pi^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta_i+1,\beta_j}$$
$$F_i^{\beta_i+2,\beta_j}(t) = (1 - t)\Pi_i^{\beta_i+2,\beta_j-1}$$

$$L_i^{\beta_i+1,\beta_j+1}(t) = \pi^*(2 - t) - c^* + (1 - t)\Pi_i^{\beta_i+1,\beta_j+1}$$
$$F_i^{\beta_i+1,\beta_j+1}(t) = (1 - t)\Pi_i^{\beta_i+1,\beta_j}$$

To show that $L_i^{\beta_i+2,\beta_j} > L_i^{\beta_i+1,\beta_j+1}$, it is sufficient to show that

$$\Pi_i^{\beta_i+1,\beta_j} - \Pi_i^{\beta_i+2,\beta_j-1} < \Pi_i^{\beta_i+1,\beta_j+1} - \Pi_i^{\beta_i+1,\beta_j}$$

i.e., that

$$\Pi_i^{\beta_i+2,\beta_j-1} > 2\Pi_i^{\beta_i+1,\beta_j} - \Pi_i^{\beta_i+1,\beta_j+1}. \quad (A.6)$$

We have:

$$\Pi_i^{\beta_i+1,\beta_j} - \Pi_i^{\beta_i+1,\beta_j+1} + \Pi_i^{\beta_i+1,\beta_j} \leq L_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}) - F_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}) + \Pi_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j})$$

$$= L_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}) - F_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}) + \Pi_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j})$$

$$- (1 - \Pi_i^{\beta_i+1,\beta_j})\Pi_i^{\beta_i+1,\beta_j-1} \leq \Pi_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}) - c^* + (1 - \Pi_i^{\beta_i+1,\beta_j})\Pi_i^{\beta_i+1,\beta_j-1}$$

$$< \Pi_i^{\beta_i+2,\beta_j-1} - \Pi_i^{\beta_i+2,\beta_j-1} - c^* + (1 - \Pi_i^{\beta_i+2,\beta_j-1})\Pi_i^{\beta_i+1,\beta_j-1}$$

$$= \Pi_i^{\beta_i+2,\beta_j-1}$$

The first weak inequality holds because by $[A.5c.(\beta_i,\beta_j)]$, $j$ fires in phases $(\beta_i+1,\beta_j)$ and $(\beta_i,\beta_j+1)$, so that

$$\Pi_i^{\beta_i+1,\beta_j} = L_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}) = F_i^{\beta_i+1,\beta_j}(\Pi_i^{\beta_i+1,\beta_j}), \text{ while } \Pi_i^{\beta_i+1,\beta_j+1} \geq F_i^{\beta_i+1,\beta_j+1}(\Pi_i^{\beta_i+1,\beta_j+1}).$$

The second weak inequality
holds because if \( \beta_i = \beta_j \), then \( \tilde{t}^{\beta_i, \beta_j} = \tilde{t}^{\beta, \beta_i} \), so that \( 1 - \tilde{t}^{\beta, \beta_i} \tilde{\Pi}^{\beta_i} > 1 - \tilde{t}^{\beta, \beta_i} \tilde{\Pi}^{\beta} \); if \( \beta_i > \beta_j \), then by \([A.5d.(\beta_i - 1, \beta_j)]\), \( \tilde{t}^{\beta, \beta_i} > \tilde{t}^{\beta, \beta_i, \beta_j} \), so that \( 1 - \tilde{t}^{\beta, \beta_i, \beta_j} \tilde{\Pi}^{\beta_i} < 1 - \tilde{t}^{\beta, \beta_i, \beta_j} \tilde{\Pi}^{\beta} \); The strict inequality holds because by \([A.5d.(\beta_i, \beta_j - 1)]\) and \([A.5a.(\beta_i + 2, \beta_j - 1)]\), \( \tilde{t}^{\beta, \beta_i, \beta_j} < \tilde{t}^{\beta, \beta_i + 2, \beta_j - 1} < \tilde{t}^{\beta, \beta_i + 2, \beta_j - 1, 0} \), while for \( t < \tilde{t}^{\beta, \beta_i + 2, \beta_j - 1, 0} \), \( \tau_\pi^*(2 - t) = c^* + (1 - t)\tilde{\Pi}^{\beta, \beta_i, \beta_j} \) is strictly increasing in \( t \). This completes our verification of \([A.5d.(\beta_i, \beta_j)]\) and completes the proof.

**Proof of Theorem V.**

Fix a triple \((\beta^*, \pi^*, c^*)\) and assume that these parameters pass the test specified in Proposition I. The following facts are either obvious or have been checked in the text: (i) for each monopoly phase history \( h \), the profile \( f^*(\cdot, h) \) is the unique equilibrium profile for every subgame beginning at \((t, h)\), \( t \geq t^{i_{\pi^*}}(h) \); (ii) for each \( \beta_i \), \( \Pi^{\beta_i, 0} = \tilde{\Pi}^{\beta_i, 0} \) and \( \tilde{t}^{\beta_i, 0} = \tilde{t}^{\beta, 0} \); (iii) \( t^{1,1} = \tilde{t}^{1,1} \); (iv) for any phase \((1,1)\) history \( h \) such that \( t^{i_{\pi^*}}(h) < t^{1,1} \), we have \( P(f^*, t^{i_{\pi^*}}(h), h) = \Pi^{1,1} = \tilde{\Pi}^{1,1} \), where \( \Pi^{1,1} \) and \( \tilde{\Pi}^{1,1} \) were defined, respectively on p. and p. .

Now fix a duopoly phase \( \beta \), and a phase \( \beta \) history, \( h \), such that \( \beta_i \geq \beta_j > 0 \) and \( t^{i_{\pi^*}}(h) < t^\beta \). Assume that for each \( \beta' \in \{(n, \beta_j - 1), 0 \leq n \leq \beta_i^*\} \cup \{(n, \beta_j), 0 \leq n \leq \beta_i^*\} \), the following facts have been established: (a) \( t^{\beta'} = \tilde{t}^{\beta'} \); (b) for any phase \( \beta' \) history \( h \) such that \( t^{i_{\pi^*}}(h) < \tilde{t}^{\beta'} \), \( P(f^*, t^{i_{\pi^*}}(h), h) = \Pi^{\beta'} = \tilde{\Pi}^{\beta'} \); (c) if \( \beta' \) is a duopoly phase, then the payoff functions for the duel \( CD^{\beta'} \) satisfy conditions (A1)-(A4). We will establish that (a), (b) and (c) are true for \( \beta \). It will then follow immediately from Proposition IV that for each \( \alpha \) and \( \tau \), the profile \( \xi^{(\tau; \alpha, \beta')}(\cdot) \) is a subgame perfect equilibrium for the subduel \( CD^{\beta}(\tau) \). In turn, it will follow immediately from expressions (4.2) and (4.3) and the comment in footnote 30 that if in the multi-stage duel, either agent or both fires at some decision node \((t, h)\), where \( t < \tilde{t}^{\beta, -1, \beta_j} \) and \( h \) is a phase \( \beta \) history, agents' expected payoffs will be exactly the same as if the same set of agents had fired at \( t \) in \( CD^{\beta} \). Finally, we can conclude that from any decision node \((\tau, h)\) such that \( h \) is a phase \( \beta \) history, \( f^* \) is a Nash equilibrium for the subgame beginning at this node.

Since \((\beta^*, \pi^*, c^*)\) passes our test, \( \tilde{t}^{\beta} < \tilde{t}^{\beta, -1, \beta_j} \), so that \( CD^{\beta} \) has an equilibrium in which the bullet is
fired at $\tau^\beta = t^\beta$, yielding payoffs $\Pi^\beta$. Since by assumption, the functions defined by expressions (2.6.a'),(2.6.d') and those defined by (2.6.a)-(2.6.d), it follows immediately that $\Pi^\beta = \Pi^\beta$.

We now check that the payoffs in $\text{CD}^\beta$ satisfy conditions (A1)-(A4). It follows from expression (5.2) that for each $\beta' \in \text{IS}(\beta)$, the $\Psi_i(\cdot; \alpha; \beta')$'s will be right continuous, piecewise polynomials, provided that $L^\beta_i(\cdot)$ and $F^\beta_i(\cdot)$ are also functions of this form. But this is true by assumption. Now set $T = t^{\beta,-1,\beta}$, in assumption (A3) above. We will argue that $L^\beta_i(\cdot)$ is strictly increasing and continuous on $[0, T)$. The argument for $j$ is similar. For each $t \in [0, t^{\beta,-1,\beta})$, $\Psi_i(t; \{i\}; (\beta_i,-1,\beta_j)) = \Psi_i(t^{\beta,-1,\beta}; \{i\}; (\beta_i,-1,\beta_j)) = \Psi_i(t^{\beta,-1,\beta}; \{i\}; (\beta_i,-1,\beta_j))$. Therefore, $L^\beta_i(t) = t(m^*(2-t) - c^* + (1-t)\Psi_i(t^{\beta,-1,\beta}; \{i\}; (\beta_i,-1,\beta_j))$ on $[0, T)$. Next, observe that, obviously, $\Psi_i(t^{\beta,-1,\beta}; \{i\}; (\beta_i,-1,\beta_j)) < \Psi_i(0; \{i\}; (\beta_i+\beta_j,0))$, where the right hand side is $i$'s payoff when he is the monopolist in the monopoly phase that corresponds to phase $(\beta_i,-1,\beta_j)$. Now the monopolist chooses $t^{\beta,\beta_i,0}$ to maximize $m^*(2-t) - c^* + (1-t)\Psi_i(0; \{i\}; (\beta_i+\beta_j,0))$. From [A.5a], $t^\beta < t^{\beta,\beta_i,0}$, so that

$$\frac{\partial}{\partial t}(m^*(2-t) - c^* + (1-t)\Psi_i(0; \{i\}; (\beta_i+\beta_j,0))) = \frac{\partial(m^*(2-t) - c^*)}{\partial t} - \Psi_i(0; \{i\}; (\beta_i+\beta_j,0))) > 0$$

on $[0, t^\beta]$. Therefore $\frac{\partial L^\beta_i(t)}{\partial t} = \frac{\partial(m^*(2-t) - c^*)}{\partial t} - \Psi_i(t^{\beta,-1,\beta}; \{i\}; (\beta_i,-1,\beta_j)))$ must also be positive on the same interval. Next, note that because $(\beta^*, \pi^*, c^*)$ passes our test, the payoff functions defined by (5.3.a)-(5.3.f) coincide with the "test functions" defined in expression (2.6.a'), which, by assumption, intersect before $T$. Moreover, these functions are certainly continuous on $[0, T)$. We have now verified, therefore, that these payoffs satisfy conditions (A1), (A2a) and (A3).

We now check condition (A2.b), i.e., that beyond $t^\beta$, each agent strictly prefers leading to following. To prove this, we must consider the explicit values of the "continuation payoff functions," $\Psi_i(\cdot; \{i\}; (\beta_i,-1,\beta_j))$ and $\Psi_i(\cdot; \{j\}; (\beta_i+\beta_j,-1))$, on this interval. There are three cases to consider, depending on whether the game is symmetric and, if it is not, whether $i$ is the weak or the strong player.

First assume that $i$ is the weak player, i.e., $\beta_i < \beta_j$. Note that from [A.5a], we have $t^{\beta,\beta_i,-1} < t^{\beta,-1,\beta_i}$, i.e., the firing time in the "less asymmetric" successor phase, $(\beta_i,\beta_j-1)$, occurs earlier than in the "more asymmetric" phase, $(\beta_i,-1,\beta_j)$. If $i$ fires and misses at $t \in [t^\beta, t^{\beta,\beta_i,-1})$, he will the next bullet with probabili-
ty one at $t^{\beta,\beta,-1}$. Therefore, for each such $t$ in this interval, $\Psi_i(t; \{i\}; (\beta_i, 1, \beta_j)) = L_i^{\beta,\beta,-1}(t^{\beta,\beta,-1})$. If $j$ fires and misses in this interval, then either $i$ fires at $t^{\beta,\beta,-1}$ or, if $\beta_i = \beta_j - 1$ they both randomize immediately after this time. In either case, $\Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) = L_i^{\beta,\beta,-1}(t^{\beta,\beta,-1})$.

If $i$ fires and misses at $t \in [t^{\beta,\beta,-1}, t^{\beta,\beta,-1}]$, then he will, once again, fire again at $t^{\beta,\beta,-1}$. Therefore, once again, $\Psi_i(t; \{i\}; (\beta_i, 1, \beta_j)) = L_i^{\beta,\beta,-1}(t^{\beta,\beta,-1})$. If $j$ fires and misses in this interval, then $i$ will fire the next bullet immediately. In this case, $\Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) = L_i^{\beta,\beta,-1}(t)$.

If $i$ fires and misses at $t \in [t^{\beta,\beta,-1}, t^{\beta,\beta,-1}]$, then $j$ will fire immediately afterwards; if $j$'s bullet misses, $i$ gets to fire again at $t^{\beta,\beta,-1}$. Therefore, on this interval, $\Psi_i(t; \{i\}; (\beta_i, 1, \beta_j)) = F_i^{\beta,\beta,-1}(t) = (1 - t)L_i^{\beta,\beta,-1}(t^{\beta,\beta,-1})$. If $j$ fires, then $i$ fires immediately afterwards; if $i$'s bullet misses, $j$ gets to fire again at $t^{\beta,\beta,-1}$. Therefore, $\Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) = L_i^{\beta,\beta,-1}(t) = \tau(2 - t) - \tau + (1 - t)F_i^{\beta,\beta,-1}(t^{\beta,\beta,-1})$.

Finally, if $i$ fires and misses at $t > t^{\beta,\beta,-1}$, $j$ fires immediately, and, if $j$ misses, $i$ fires again immediately. Similarly, if $j$ fires and misses in this interval, $i$ fires immediately, and, if $i$ misses, $j$ fires again immediately. Therefore, for $t \in (t^{\beta,\beta,-1}, 2)$, $\Psi_i(t; \{i\}; (\beta_i, 1, \beta_j)) = F_i^{\beta,\beta,-1}(t) = (1 - t)L_i^{\beta,\beta,-1}(t)$, while $\Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) = L_i^{\beta,\beta,-1}(\cdot) = \tau(2 - t) - \tau + (1 - t)F_i^{\beta,\beta,-1}(t)$.

Substituting for $\Psi_i(t; \{i\}; (\beta_i, 1, \beta_j))$ and $\Psi_i(\cdot; \{j\}; (\beta_i, \beta_j - 1))$ in (A.3.a) and (A.3.b), we have
if \( t \in [t^\beta, t^{\beta-1, \beta}] \),
\[
\begin{align*}
L^\beta(t) &= \left( \frac{\tau^*(2 - t) - c^* + (1 - t)L_i^{\beta-1, \beta}(t^{\beta-1, \beta})}{(1 - t)L_i^{\beta, \beta-1}(t^{\beta, \beta-1})} \right) \\
F^\beta(t) &= \frac{d}{dt}L^\beta(t)
\end{align*}
\] (A.8.a)

if \( t \in [t^{\beta-1, \beta}, t^{\beta, \beta-1}] \),
\[
\begin{align*}
L^\beta(t) &= \left( \frac{\tau^*(2 - t) - c^* + (1 - t)L_i^{\beta-1, \beta}(t^{\beta-1, \beta})}{(1 - t)L_i^{\beta, \beta-1}(t^{\beta, \beta-1})} \right) \\
F^\beta(t) &= \frac{d}{dt}L^\beta(t)
\end{align*}
\] (A.8.b)

if \( t \in [t^{\beta-1, \beta}, t^{\beta-1, \beta-1}] \),
\[
\begin{align*}
L^\beta(t) &= \left( \frac{\tau^*(2 - t) - c^* + (1 - t)^2L_i^{\beta-1, \beta-1}(t^{\beta-1, \beta-1})}{(1 - t)^2L_i^{\beta-1, \beta-1}(t^{\beta-1, \beta-1})} \right) \\
F^\beta(t) &= \frac{d}{dt}L^\beta(t)
\end{align*}
\] (A.8.c)

if \( t \in (t^{\beta-1, \beta-1}, 2) \),
\[
\begin{align*}
L^\beta(t) &= \left( \frac{\tau^*(2 - t) - c^* + (1 - t)^2L_i^{\beta-1, \beta-1}(t^{\beta-1, \beta-1})}{(1 - t)^2L_i^{\beta-1, \beta-1}(t^{\beta-1, \beta-1})} \right) \\
F^\beta(t) &= \frac{d}{dt}L^\beta(t)
\end{align*}
\] (A.8.d)

We will show that \( L^\beta() > F^\beta() \) beyond \( t^\beta \).

First, consider \( t \in [t^\beta, t^{\beta, \beta-1}] \). In this interval,
\[
L^\beta(t) - F^\beta(t) = \tau^*(2 - t) - c^* + (1 - t)[L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) - L_i^{\beta, \beta-1}(t^{\beta, \beta-1})]
\]

There are two cases to consider. If \( L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) \geq L_i^{\beta, \beta-1}(t^{\beta, \beta-1}) \), it is immediate that \( L^\beta() > F^\beta() \) on \([t^\beta, t^{\beta, \beta-1}]\). Suppose therefore that \( L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) < L_i^{\beta, \beta-1}(t^{\beta, \beta-1}) \). In this case,
\[
\frac{\partial(L^\beta() - F^\beta())}{\partial t} = \frac{\partial(\tau^*(2 - t) - c^*)}{\partial t} - \frac{\partial[L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) - L_i^{\beta, \beta-1}(t^{\beta, \beta-1})]}{\partial t} \geq 0 \text{ on } [t^\beta, t^{\beta, \beta-1}] \]
\[ \text{By [A.5c], we know that } L^\beta(t^\beta) > F^\beta(t^\beta); \text{ it therefore follows that } L^\beta() > F^\beta() \text{ on } [t^\beta, t^{\beta, \beta-1}]. \]

Next, consider \( t \in [t^{\beta, \beta-1}, t^{\beta, \beta-1}] \). On this interval,
\[
L^\beta(t) - F^\beta(t) = \tau^*(2 - t) - c^* + (1 - t)[L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) - L_i^{\beta, \beta-1}(t)] \]
\] (A.9)

Now \( L_i^{\beta, \beta-1}(t) = \tau^*(2 - t) - c^* + (1 - t)L_i^{\beta-1, \beta-1}(t^{\beta-1, \beta-1}) \). Moreover, the second term on the right hand side is just \( F_i^{\beta-1, \beta}(t^{\beta-1, \beta}) \). Substituting in (A.9) and rearranging terms, we have
\[
L^\beta(t) - F^\beta(t) = \tau^*(2 - t) - c^* + (1 - t)[L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) - F_i^{\beta-1, \beta}(t)]
\]

Once again, there are two cases to consider. First suppose that for some \( s \in [t^{\beta, \beta-1}, t^{\beta-1, \beta}] \),
\( L_i^{\beta-1, \beta}(t^{\beta-1, \beta}) < F_i^{\beta-1, \beta}(s) \). For this \( s \), we have
\[
\frac{\partial (L_i^\beta(s) - F_i^\beta(s))}{\partial t} = \frac{\partial (s \pi^\beta (2 - s) - c^\pi)}{\partial t} + (1 - s) \frac{-\partial F_i^{\beta - 1, \beta_i}(s)}{\partial t} + \left[ F_i^{\beta - 1, \beta_i}(s) - L_i^{\beta - 1, \beta_i}(t^{\beta - 1, \beta_i}) \right]
\]

Since all three terms are positive, it follows that \((L_i^\beta(s) - F_i^\beta(s))\) is strictly increasing at every \(s \in [t^{\beta, \beta_i - 1}, t^{\beta - 1, \beta_i}]\) such that \(L_i^{\beta - 1, \beta_i}(t^{\beta - 1, \beta_i}) < F_i^{\beta - 1, \beta_i}(s)\). Moreover, we have already established that \(L_i^\beta(t^{\beta, \beta_i - 1}) > F_i^\beta(t^{\beta, \beta_i - 1})\). It follows that \(L_i^\beta(s) > F_i^\beta(s)\) for each such \(s\). Now assume that there exists \(s \in [t^{\beta, \beta_i - 1}, t^{\beta - 1, \beta_i}]\) such that \(L_i^{\beta - 1, \beta_i}(t^{\beta - 1, \beta_i}) > F_i^{\beta - 1, \beta_i}(s)\). Since \(F_i^{\beta - 1, \beta_i}(\cdot)\) is strictly decreasing before \(t^{\beta - 1, \beta_i}\), the expression \([\cdot]\) must be positive on the interval \([s, t^{\beta - 1, \beta_i}]\), so that \(L_i^\beta(s) > F_i^\beta(s)\) on this interval also.

For \(t \geq t^{\beta - 1, \beta_i - 1}\), the inequality follows immediately from our hypothesis that the payoffs for \(\text{CD}^{\beta - 1, \beta_i - 1}\) satisfy (A2.b), so that \(L_i^{\beta - 1, \beta_i - 1}(\cdot) > F_i^{\beta - 1, \beta_i - 1}(\cdot)\) beyond \(t^{\beta - 1, \beta_i - 1}\). This completes our verification of assumption (A2.b) when \(i\) is the weak player.

Condition (A2.c) is easy to check. This is the requirement that at any discontinuity point \(t\) of either \(L_i^\beta(\cdot)\) or \(F_i^\beta(\cdot)\) beyond \(t^\beta\), \(i\) can do at least as well by leading just before \(t\) as \(i\) can by following at \(t\). From (A.8.a)-(A.8.c), it is clear that \(F_i^\beta(\cdot)\) is continuous on \([t^\beta, t^{\beta - 1, \beta_i - 1}]\) (because \(L_i^{\beta, \beta_i - 1}(\cdot)\) is continuous on \([0, t^{\beta, \beta_i - 1}]\)). On the other hand, \(L_i^\beta(\cdot)\) is continuous on this interval except at \(t^{\beta - 1, \beta_i}\). Since \(L_i^\beta(\cdot)\) exceeds \(F_i^\beta(\cdot)\) at \(t^{\beta - 1, \beta_i}\) and \(L_i^\beta(\cdot)\) jumps down at this point, condition (A2.c) is certainly satisfied. Beyond \(t^{\beta - 1, \beta_i - 1}\), (A2.c) follows from our hypothesis that the same condition is satisfied for \(L_i^{\beta - 1, \beta_i - 1}(\cdot)\).

We now assume that \(i\) is the strong player, i.e., that \(\beta_i > \beta_j\). In this case, the ordering of the firing times is reversed, i.e., \(t^{\beta - 1, \beta_i} < t^{\beta, \beta_j - 1}\). If \(i\) fires and misses at \(t \in [t^\beta, t^{\beta - 1, \beta_i}]\), then either \(j\) fires at \(t^{\beta - 1, \beta_j}\) or, if \(\beta_i - 1 = \beta_j\), both players randomize immediately after this time. In either case, \(\Psi_i(t; \{j\}; (\beta_i - 1, \beta_j)) = L_i^{\beta - 1, \beta_i(t^{\beta - 1, \beta_i})}\). If \(j\) fires and misses at \(t\) in this interval then he will not fire again until \(t^{\beta, \beta_j - 1}\) so that \(\Psi_i(t; \{j\}; (\beta_i, \beta_i - 1)) = F_i^{\beta, \beta_j - 1(t^{\beta, \beta_j - 1})}\).

Now suppose that \(i\) fires and misses at \(t \in [t^{\beta - 1, \beta_i}, t^{\beta, \beta_j - 1}]\). In this case, \(j\) will fire immediately, so that \(\Psi_i(t; \{j\}; (\beta_i - 1, \beta_j)) = F_i^{\beta - 1, \beta_i}(t)\). If \(j\) fires and misses in this interval, then he again hold his fire until
so that, again, \( \Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) = F_{i}^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1}) \).

Beyond \( t^{\beta_i - 1, \beta_j - 1} \), the definitions of \( \Psi_i(t; \{i\}; (\beta_i - 1, \beta_j)) \) and \( \Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) \) are independent of whether \( i \) is strong or weak, so we can ignore this case.

Once again, we substitute for \( \Psi_i(t; \{i\}; (\beta_i - 1, \beta_j)) \) and \( \Psi_i(t; \{j\}; (\beta_i, \beta_j - 1)) \) into (App.3.a) and (App.3.b) to obtain:

\[
\begin{align*}
\text{if } t \in [t^\beta, t^{\beta_i - 1, \beta_j}]
L_i^\beta(t) &= \begin{cases} 
mx^*(2 - t) - c^* + (1 - t)F_{i}^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1}) \\
(1 - t)F_{i}^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1})
\end{cases} \\
F_i^\beta(t) &= \begin{cases} 
mx^*(2 - t) - c^* + (1 - t)F_i^{\beta_i, \beta_j - 1}(t^\beta) \\
(1 - t)F_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1})
\end{cases}
\end{align*}
\]

We now show that \( L_i^\beta(\cdot) > F_i^\beta(\cdot) \) on the interval \([t^\beta, t^{\beta_i - 1, \beta_j}])\). Observe that \( L_i^\beta(\cdot) \) is concave on this interval while \( F_i^\beta(\cdot) \) is affine. Therefore, \( (L_i^\beta(\cdot) - F_i^\beta(\cdot)) \) is concave. Also, \( L_i^\beta(t^\beta) = F_i^\beta(t^\beta) \) while

\[
\begin{align*}
L_i^\beta(t^{\beta_i, \beta_j - 1}) - F_i^\beta(t^{\beta_i, \beta_j - 1}) &= t^{\beta_i, \beta_j - 1}m^*(2 - t^{\beta_i, \beta_j - 1}) - c^* + (1 - t^{\beta_i, \beta_j - 1})[F_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1}) - L_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1})] \\
&= t^{\beta_i, \beta_j - 1}t^{\beta_i, \beta_j - 1}m^*(2 - t^{\beta_i, \beta_j - 1}) - c^* + (1 - t^{\beta_i, \beta_j - 1})^2[F_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1}) - F_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1})] \\
&= t^{\beta_i, \beta_j - 1}m^*(2 - t^{\beta_i, \beta_j - 1}) - c^* > 0
\end{align*}
\]

Therefore, \((L_i^\beta(\cdot) - F_i^\beta(\cdot))\) must be strictly positive throughout \([t^\beta, t^{\beta_i, \beta_j - 1}])\). This completes our verification of assumption (A2.b) when \( i \) is the strong player.

Condition (A2.c) is immediate in this case, because both \( L_i^\beta(\cdot) \) and \( F_i^\beta(\cdot) \) are continuous on \([t^\beta, t^{\beta_i, \beta_j - 1}]) \) (because \( F_i^{\beta_i, \beta_j - 1}(\cdot) \) is continuous on \([0, t^{\beta_i, \beta_j - 1}]) \). Beyond \( t^{\beta_i, \beta_j - 1} \), (A2.c) again follows from our hypothesis that the same condition is satisfied for \( L_i^{\beta_i, \beta_j - 1}(\cdot) \).

Finally, we need to check the symmetric case in which \( \beta_i = \beta_j \). To verify this case, we need only patch together the easier parts of the arguments given above. First note in this case, \( t^{\beta_i, \beta_j - 1} \) is identically equal to \( t^{\beta_i, \beta_j - 1} \). Beyond \( t^{\beta_i, \beta_j - 1} \), \((L_i^\beta(\cdot) - F_i^\beta(\cdot))\) is strictly positive for the reasons that we gave before. Between \( t^\beta \) and \( t^{\beta_i, \beta_j - 1} \), \((L_i^\beta(\cdot) - F_i^\beta(\cdot))\) is a concave function which is zero at one end point and positive at the other. It must therefore be positive throughout the interval. This completes our verification that for each
\( \beta \), \( L^\theta_t(\cdot) - F^\theta_t(\cdot) \) is strictly positive on the interval \((t^\theta, 2)\) and so completes our verification of assumption \((A2.b)\). Condition \((A2.c)\) is again immediate in this case.

We now check condition \((A4)\), i.e., that \( F^\theta_t(\cdot) \) exceeds \( S^\theta_t(\cdot) \) beyond \( t^\theta \). Substituting for \( \Psi_i(\cdot; \{ j \}; (\beta_i, \beta_j - 1) \) and \( \Psi_i(\cdot; \{ i, j \}; (\beta_i - 1, \beta_j - 1)) \) in \((A3.b)\) and \((A3.c)\), we have

\[
F^\theta_t(t) - S^\theta_t(t) = (1 - t) \left[ \Psi_i(\cdot; \{ j \}; (\beta_i, \beta_j - 1) - \left( \pi^*(2 - t) - c^* + (1 - t)\Psi_i(\cdot; \{ i, j \}; (\beta_i - 1, \beta_j - 1)) \right) \right] - tc^*.
\]

As usual, there are three regions to consider. If \( t \in [t^\theta, t^{\beta_i, \beta_j - 1}] \), the term between the square brackets can be written as \((L_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1}) - L_i^{\beta_i, \beta_j - 1}(t))\), which is strictly positive for all \( t < t^{\beta_i, \beta_j - 1} \). If \( t \in [t^{\beta_i, \beta_j - 1}, t^{\beta_i - 1, \beta_j - 1}] \), then this term becomes \((L_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1}) - L_i^{\beta_i, \beta_j - 1}(t^{\beta_i, \beta_j - 1})) = 0\). In either case, therefore, the whole expression is positive. Finally, if \( t > t^{\beta_i - 1, \beta_j - 1} \), then \([\cdot]\) expands to

\[
(\pi^*(2 - t) - c^* + (1 - t)\Psi_i(\cdot; \{ i, j \}; (\beta_i - 1, \beta_j - 1))) - (\pi^*(2 - t) - c^* + (1 - t)\Psi_i(\cdot; \{ i, j \}; (\beta_i - 1, \beta_j - 1)) - tc^*).
\]

In this case, \( \Psi_i(\cdot; \{ j \}; (\beta_i - 1, \beta_j - 1)) \) equals \( \Psi_i(\cdot; \{ i, j \}; (\beta_i - 1, \beta_j - 1)) \), so that \([\cdot] = tc^*\) beyond \( t^{\beta_i - 1, \beta_j - 1} \).

This is because if \( \alpha = \{ i, j \} \), then \( \xi^{(i; \alpha; (\beta, \beta_j - 1))}(\cdot) \) has each agent randomizing both at and immediately after \( t \). As we have seen, the expected value for \( i \) of the random outcome will be \( F_i^{\beta_i - 1, \beta_j - 1}(t) \). On the other hand, if \( \alpha = \{ i \} \), then \( \xi^{(i; \alpha; (\beta, \beta_j - 1))}(\cdot) \) has \( j \) firing with probability one at \( t \), so that once again, \( i \)'s payoff is \( F_i^{\beta_i - 1, \beta_j - 1}(t) \).

**Proof of Proposition I.**

We have established that if \((\beta^*, \pi^*, c^*)\) passes our test, then there exists an equilibrium for the multi-stage game that has the properties described in Theorem II. To prove Proposition I, we need to establish that this equilibrium is unique. To establish this, we first show that the payoffs to leading and following in \( CD^B \) must agree with the payoffs in the classical duel induced by \( f^* \). We can then prove that there is a unique equilibrium to this phase.

By assumption, if agent \( i \) leads at any \( t^{\beta_i - 1, \beta_j} \), the next bullet must be fired immediately. Similarly, if agent \( j \) fires beyond \( t^{\beta_i, \beta_j - 1} \), the next bullet must be fired immediately. But by restriction \((F5)\), if \( i \) fires at \( t \)
in phase $\beta$, then he cannot fire at the first instant that the next phase is entered. From Proposition IV, therefore, it must be the case that player $i$ fires with probability one at this instant. That is, $i$'s continuation payoff if he leads at $t$ must be $E_i^{\beta-1}(t^{\beta-1}f^*_{\beta-1}f^*)$, for $t < t^\beta$, and $E_i^{\beta-1}f^*(t)$, for $t \geq t^\beta$. But these are exactly the payoffs generated by playing $f^*$ beyond phase $\beta$. Similar comparisons can be made for the remaining payoffs. Conclude that beyond $t^\beta$, conditions (A1)-(A3) are satisfied. It follows from the arguments that we used to prove Proposition IV (in the text) that if there is an equilibrium in which agents wait until some $t > t^\beta$ before firing, they both must fire with probability one, earning payoffs $(S_i^\beta(t), S_i^\beta(t))$. To complete the proof, we must show that such an equilibrium cannot exist. It is, obviously, sufficient to show that at every $t$, at least one agent must strictly prefer following to firing simultaneously.

This condition is certainly satisfied in phase (1,1). Now assume that this is true for every phase $\beta' \leq \beta$. From arguments given in the text, if $i$ fires at $t$, $-i$ will necessarily strictly prefer following at $t$ to firing simultaneously, whenever the next firing time (if $i$ misses) is strictly greater than $t$. Assume therefore that the next bullet is fired immediately. By assumption, in the equilibrium for the next phase, at least one agent fires with probability less than one, and is weakly prefers following to firing. By inspection of (A.8.a)-(A.8.d), this agent strictly prefers following to firing in phase $\beta$. 