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Abstract

We study an incomplete information dynamic game of a finite number of agents adopting a new technology with pure information externalities. Each agent has private information about his idiosyncratic adoption cost, but shares the same public information released by early adopters about the technology’s efficiency. We show that a unique symmetric pure strategy Perfect Bayesian equilibrium exists. The adoption process may start late and stop temporarily, but ends in finite periods almost surely with a positive probability that some adopters are worse off. Strategic delay prolongs the adoption process, reduces the long-run adoption rate, and in itself can cause the diffusion path to be logistic. More efficient communication about the technology slows down early adoption, but speeds up the diffusion in later periods. More efficient communication about agent types tends to speed up early adoption.
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1 Introduction

The adoption and diffusion of new technologies have long been studied in economics. Since the seminal works of Griliches (1957) and Mansfield (1961), economists have emphasized the rational behavior of individual firms (i.e., profit maximization), and argued that adoption occurs if the new technology proves to be more profitable than the old ones. The diffusion process of a new technology is determined by the distribution of firm characteristics that affect the profitability, the time pattern of the costs and benefits of the new technologies (due possibly to learning by using or output price changes, see for example Jovanovic and Lach (1989)), and exogenous information variations and individual learning (Jensen (1982)). Feder, Just and Zilberman (1985) and Sunding and Zilberman (2001) review this literature.

Recently economists started to incorporate information exchange among agents into the individual rationality models of the adoption and diffusion research. The empirical literature started with agricultural technologies (Case (1992), Foster and Rosenzweig (1995), and Besley and Case (1993, 1997)) and has expanded to medical drugs (Berndt, Pindyck and Azoulay (1999)) and computers (Goolsbee and Klenow (1999)). Relying mostly on micro-level data, these studies consistently find significant neighbor influences. That is, rational profit-maximizing agents do respond to information released by other adopters. Further, using a structural estimation model, Besley and Case (1997) found that agents also anticipate and actively respond to future information from other adopters: They tend to strategically delay adoption to wait for other adopters’ information. They found that a model with the forward-looking behavior performs better than one with the agents passively responding to existing information.

frameworks. There are a finite number of agents in Kapur (1995) so that the equilibrium exists only in mixed strategies. Persons and Warther (1997) assumed infinite number of agents, which leads to the existence of pure strategies.

Studying the strategic behavior is important for understanding the role of information exchange on adoption and diffusion. When agents strategically choose to wait for others to adopt first, being able to learn from each other may hinder, rather than help, the adoption process. Thus to assess the overall effects of learning, we need to compare the cost of strategic delay with the benefit of being able to learn from existing adopters. The literature is far from reaching any conclusion on this overall effect. It has mostly identified how the existing information from other adopters helps an agent’s adoption decision, but has not identified the degree to which the strategic behavior has delayed the adoption process.

In this paper, we investigate the effects of information exchange and strategic delay on technology adoption and diffusion. We consider a pure information externality problem of a finite number of agents without any network effects, that is, the agents interact only through information exchange. Information about the new technology is public: all agents share the same prior and the additional information released by early adopters. An agent’s only private information is his cost of adoption (i.e., his type). When the agent adopts, he (partially) reveals his type, and releases a random signal about the technology. Unlike the information cascade literature (Banerjee (1992), Bikhchandani, Hirshleifer and Welch (1992) Choi (1997), Zhang (1997), Caplin and Leahy (1998) and Chamley and Gale (1994)), the agent does not have private signals about the technology. Thus his adoption (or nonadoption) decision in itself does not reveal any information about the technology. Information updating about both the technology and agent types is Bayesian.

There are several attractive features of our model that distinguish this paper from others in the literature. First, we are able to obtain a unique symmetric pure strategy Perfect Bayesian Equilibrium (PS-PBE) with incomplete information about agent types. In the context of technology adoption, pure strategies are much more attractive than mixed strategies because the latter imply that an adopter is always indifferent between adopting and waiting. Empirical estimation of such a model, especially if the structural method is used, has to impose a restriction that the payoff of
adoption is equal to that of no-adoption. The restriction is likely to severely hurt the predictive power of any estimation model, particularly given that the agents are typically heterogeneous.

Second, the content of information exchange is also richer in our paper. Agents communicate in two uncorrelated dimensions: the performance of the new technology (a common value) and the agent types (private values). It is possible that agents communicate well in one dimension but not the other. For instance, they may know much about each others’ types (or costs) in a closely-knitted community, but the nature of the new technology may prevent effective communication about the technology’s performance.\footnote{As an example, consider a village where farmers know each other well, so that they can easily figure out the costs of each farmer operating a new technology, say a drip irrigation system. They may, however, have a difficult time telling each other how good (or bad) the system is due to weather variations and land heterogeneity.} This setting represents a major departure from the literature, e.g., Persons and Warther (1997). It allows us to explicitly study the effects on adoption and diffusion of learning about the new technology and learning about each other. We show that their effects are different, and can even be opposite.

Our results indicate that strategic delay itself can lead to the logistic diffusion path that is often observed empirically. As more agents adopt, the number of existing signals about the technology increases, reducing the incentive of remaining agents to wait for more signals, thereby further raising the likely number of new adopters. On the other hand, since low cost agents adopt first, as time goes on, the remaining agents are high cost ones, and given the same information, they are less likely to adopt or more willing to wait. The interaction of the two opposing forces leads to possible logistic diffusion paths. In contrast, passive learning itself without strategic behavior can only cause the path to be concave. We also show that the adoption process can stop temporarily and can have a delayed start. It ends in finite periods almost surely and some agents may be made worse off by the availability of the new technology.

The paper is organized as follows. We specify the adoption game in Section 2, and show that a unique symmetric PS-PBE exists in Section 3. We discuss possible diffusion patterns along an equilibrium path in Section 4. Then in Section 5, we conduct an extensive numerical study of diffusion paths for a range of distributions of agent types. We use the example to show the impacts of strategic delay, stronger prior about the new technology, and communications about
the technology and about agent types. We discuss the generality and implications of the model assumptions in Section 6, and conclude the paper in Section 7.

2 A Game of Technology Adoption

Consider a community of \(N\) agents, indexed by \(n\), identical except for their costs of adopting and handling new technologies. Currently they are using a “traditional” technology, the profit of which is normalized to zero. A new technology is introduced with a per period profit of \(e > 0\), which, for simplicity, is assumed to be constant overtime. The agents have imperfect prior information about \(e\), knowing only that it is distributed on \([e_l, e_h]\) with distribution function \(F_0(\cdot)\), with \(e_l > 0\). That is, the new technology has a higher efficiency than the current technology, although its payoff is uncertain.

Adopting the new technology requires a certain sunk investment of physical and/or human capital. Different agents may face different costs, depending on the agent’s ability, credit limit, the technology’s fit to his needs, etc. For example, different agents may have different degrees of aversion to the uncertainty in the new technology’s efficiency. We represent the heterogeneity by an agent’s type \(\theta\), and the adoption cost of a type \(\theta_n\) agent is \(c_n = \theta_n c\). Thus an agent of a lower type incurs lower costs in adopting the technology. Agent \(n\)’s type is his private information. Others hold the common belief that \(\theta_n\) is distributed on the interval \(\Theta \equiv [\theta, 1]\) with \(\theta > 0\), according to the distribution function \(G_0(\cdot)\). The beliefs about the types of different agents are independently and identically distributed. Since the adoption cost \(\theta c\) is sunk and \(e > 0\), the adoption decision is irreversible: once adopted, no agent is willing to abandon the new technology to switch back to the traditional one.

Agents are risk neutral, and the common discount rate is \(r\). To rule out trivial cases of certain agent types always adopting or never adopting the new technology, we assume

**Assumption 1** (i) \(\frac{e_h}{r} > c\): Even for an agent of the highest cost (with \(\theta = 1\)), the new technology may still be a profitable investment; (ii) \(\frac{e_l}{r} < \theta c\): Even for an agent of the lowest cost, it is still possible that the new technology is a bad investment.
We consider the adoption decisions in discrete time, $t = 1, 2, \ldots$. At the beginning of each period, all agents who have not adopted the new technology, called the remaining agents, make the adoption decisions. For those who decide to adopt, say agent $n$, his profit $e$ is realized at the end of that period. Agent $n$ may or may not observe $e$ perfectly, but others can observe $e$ only imperfectly. In particular, they observe a “profit signal” that is imperfectly correlated with $e$: $p_n = q(e, \varepsilon_n)$, where $q(\cdot, \cdot)$ is continuously differentiable in both arguments and $\varepsilon_n \in [\varepsilon_l, \varepsilon_h]$ is a random variable with zero mean (thus $\varepsilon_l < 0$ and $\varepsilon_h > 0$) and a positive but finite variance. Let $\mathcal{P} \subseteq \mathcal{R}$ be the set of possible values of $p_n$, which is determined by $e_l$, $e_h$, $\varepsilon_l$, $\varepsilon_h$, and $q(\cdot)$. Without loss of generality, we assume $0 < \partial q / \partial e < \infty$ and $0 < \partial q / \partial \varepsilon < \infty$: the observation error distorts the truth in a certain direction, but the (marginal) distortion is bounded.

Information exchange is homogeneous across all agents. In particular, signal $p_n$ is common to all agents other than $n$. That is, agent $n$’s adoption decision carries the same amount of information to all others. Further, $\varepsilon_n$, $n = 1, \ldots, N$, are independently and identically distributed, with distribution function $H(\cdot)$ and density $h(\cdot)$. We thereby rule out the possibility that particular agents are closer to each other and thus receive more information from adoption decisions among them. $\varepsilon$ is assumed to be independent of $\theta$: how much others can learn from an adopter is independent of the adopter’s type. We also assume $H(\cdot)$ and $q(\cdot)$ are such that the density function of $p_n$ given $e$ satisfies the monotone likelihood ratio property (MLRP).\footnote{Let $e_1 > e_0$. MLRP is satisfied if the ratio of density of $p$ conditional on $e$, $q_p(e_1, e(p, e_1))h(e(p, e_1))/q_p(e_0, e(p, e_0))h(e(p, e_0))$, is increasing in profit signal $p$, where $e(p, e)$ is the inverse of $q(e, e)$ given $e$. Many functions of $q(\cdot)$ and $h(\cdot)$ satisfy this condition, e.g., $p = e + \varepsilon$ and $h(\cdot)$ is normal.} That is, observing a higher $p_n$, other agents believe that the technology is more efficient.

The agents have common prior information about $e$ given by $F_0(\cdot)$. If a certain agent, say $n$, adopts the technology, others observe $p_n$ and update their information about $e$ in the Bayesian fashion based on $q(\cdot)$ using $F_0(\cdot)$ and $H(\cdot)$. The posterior distribution of $e$ then becomes the starting information in the next period. The posterior is more accurate if more agents adopt (and thus release more information about $e$) in this period. Therefore, early adopters provide positive information externalities to other agents.

Since adopters of the new technology use it in every period, presumably they release some
information about $e$ in all subsequent periods. For simplicity, we assume that an adopter releases information only once: Both $q(\cdot)$ and $\varepsilon_n$ are time invariant so that signal $p_n$ remains constant through time. Therefore, if agent $n$ adopts in period $t$, others observe $p_n$ and update their belief about $e$ at the end of this period. Since the same $p_n$ is observed in subsequent periods, it does not carry any additional information. This assumption is an extreme form of the more realistic situation where the information value of $n$’s signal gradually decreases.\footnote{Realistically, the profit from using the new technology $q_n$ may fluctuate overtime. For example, for agricultural technologies, the profit changes as weather, crops grown, and other factors change. As a result, the observed profit signal $p_n$ should fluctuate overtime with (possibly strong) serial correlation. Then others can always learn more about $e$ by observing the signals in each later period. But the information content of later signals decreases due to the serial correlation. In the limit, our special case arises when the serial correlation is perfect.}

Now we formally define our adoption game. A history is a sequence of adoption and non-adoption decisions of the agents and the realized profit signals of the adopters, e.g., in period $t$, a history is $I_t = (a^\tau, p^\tau)_{\tau=0}^{t-1}$ where $(a^0, p^0) = \emptyset$, $a^\tau$ is a $n \times 1$ vector with $a_n^\tau = 1$ if agent $n$ has adopted by period $\tau$, and $a_n^\tau = 0$ otherwise, and $p^\tau$ is a vector of profit signals with a dimension equal to the number of new technology users by the end of period $\tau$. Strictly speaking, $a^\tau$ represents the state of technology use: $a_n^\tau = 1$ means that in period $\tau$, agent $n$ is using the new technology. He first adopted the technology in period $k \leq \tau$ if $a_n^k = 1$ and $a_n^{k-1} = 0$. Let $\mathcal{I}$ be the set of the histories.

At history $I_t \in \mathcal{I}$, agents who have not adopted make adoption decisions. Let $A = \{0, 1\}$ be the action space, with 1 representing adoption and 0 otherwise. Let $s(I_t, \theta_n)$ be the probability that remaining agent $n$ adopts at history $I_t$. Then the behavioral strategy of a remaining agent is $s : \mathcal{I} \times \Theta \rightarrow [0, 1]$. If some remaining agent adopts, nature then moves and picks $\varepsilon_n$ according to $H(\cdot)$ for each new adopter $n$, such that new profit signal $p_n$ is realized and appended to $p^{t-1}$. Therefore, following any history, each remaining agent knows who has adopted and who has not, and observes the profit signals of those adopters.

Each history $I_t \in \mathcal{I}$ contains profit signals about $e$ from the adopters. Let $P(I_t) = \{p_n \in \mathcal{P} : a_n^{t-1}(I_t) = 1\}$ be the set of these signals. Clearly, the order in which the early adopters adopted the technology does not matter in terms of the information about $e$. What matters is the unordered collection of the realized signals of these adopters. Further, once an agent adopts the
new technology, he makes no further decisions and is essentially out of the adoption game: the remaining agents play the game based on the updated information about e.

For simplicity, we impose the following regularity conditions:

**Assumption 2** (i) The density functions $g_0(\cdot)$ (the prior about $\theta$), $f_0(\cdot)$ (the prior about $e$) and $h(\cdot)$ (the observation error $\varepsilon$) are continuous and bounded above and away from zero. (ii) Bayes updating of beliefs about the types and about $e$ applies to all information sets, even ones reached with zero probability.

Assumption (i) is satisfied by most commonly used distribution functions. We impose (ii) following the discussion in Fudenberg and Tirole (1993) (Section 8.2.3) about multi-stage games with observed actions and incomplete information. (We also impose the other conditions they discussed.)

Let $\beta = \frac{1}{1+r}$ be the discount factor. At history $I_t$, the remaining agents simultaneously choose either to adopt or to wait. If agent $n$ adopts, his expected payoff is

$$\pi(P(I_t), \theta_n) = E_e|P(I_t) \left( \frac{e}{r} \right) - \theta_n c,$$

which depends only on the realized profit signals. If he waits, his expected payoff depends on his belief about the types of the remaining agents, given by $g_{-n}(I_t)$, and their strategies in the continuation games following $I_t$, $s_{-n}$. The payoff is recursively defined as

$$v(I_t, g_{-n}(I_t), s_{-n}, \theta_n) = \beta E_{I_{t+1}|I_t, g_{-n}(I_t), s_{-n}(I_t)} \max \left\{ \pi(P(I_{t+1}), \theta_n), v(I_{t+1}, g_{-n}(I_{t+1}), s_{-n}, \theta_n) \right\}.$$

A perfect Bayesian equilibrium (PBE) of this game includes the strategies $s$ and beliefs $g(\cdot)$ so that (i) strategies are sequentially rational: at each history $I \in I$, the strategies of the remaining agents in all continuation games are best responses to each other; and (ii) the beliefs are consistent with Bayes’ rule at every possible history $I \in I$.

3 The Unique Symmetric PS-PBE of the Adoption Game

We consider only symmetric equilibria where all agents adopt the same strategy $s(I, \theta)$. We show in this section that there is a unique pure-strategy PBE (PS-PBE). First, we establish a monotonicity
result: at any history, an agent’s payoff of adoption relative to waiting is decreasing in his type.

**Proposition 1** At any history \( I_t \in \mathcal{I} \) with beliefs \( g_{-n}(I_t) \) and strategies of other agents \( s_{-n} \), the relative adoption payoff of a remaining agent \( n \), \( \pi(P(I_t), \theta_n) - v(I_t, g_{-n}(I_t), s_{-n}, \theta_n) \), is continuous and decreasing in his type \( \theta_n \).

All proofs are given in the Appendix. The benefit of not adopting now is that in the future, with more information released by new adopters, agent \( n \) can avoid “bad” investment where the expected profit of adoption is less than the sunk cost. As his type \( \theta_n \) increases, his expected profit of adoption given the same information decreases linearly. Consequently, the probability of bad investment increases. The two forces working together imply that the relative benefit of adopting now decreases in \( \theta_n \).

Proposition 1 implies that generically, agents play pure strategies at each history: \( s(I_t, \theta) = 1 \) if \( \theta \leq \eta(I_t, g_{-n}) \) and \( s(I_t, \theta) = 0 \) if \( \theta > \eta(I_t, g_{-n}) \), where \( \eta(I_t, g_{-n}) \), the solution to \( \pi(P(I_t), \cdot) - v(I_t, g_{-n}(I_t), s_{-n}, \cdot) = 0 \), is a critical type such that he adopts if and only if \( \theta \leq \eta(I_t, g_{-n}) \). Then Proposition 1 implies that \( \pi - v > 0 \) for \( \theta < \eta \) (so that \( s = 1 \)) and \( \pi - v < 0 \) for \( \theta > \eta \) (so that \( s = 0 \)). For \( \theta = \eta \), we restrict the agent to choose \( s = 1 \). From Assumption 1, such a critical type always exists in the interval \([\underline{\eta}, \bar{\eta}]\) where \( \underline{\eta} = \frac{\theta_c}{r_c} < \theta \) and \( \bar{\eta} = \frac{\theta_c}{r_c} > 1 \). In the balance of the paper, we represent each agent’s strategy by his critical type \( \eta(I_t, g_{-n}) \) for all \( I_t \in \mathcal{I} \) and \( g_{-n} \).

Information updating about agent types becomes extremely simple under the critical type representation. If agent \( m \)’s strategy is critical type \( \eta \) and he does not adopt at history \( I_t \), the posterior of his type is simply the prior conditional on \( \theta_m > \eta \). If he adopted, the posterior is simply the prior conditional on \( \theta_m \leq \eta \). That is, a strategy represented by a critical type generates beliefs represented by a number at immediately subsequent histories. Therefore, given \( g_0(\cdot) \), we can represent the belief at any history \( I_t, g(I_t) \), by a scalar \( \tilde{\eta}_t \) that equals the critical type at the immediate preceding history. It implies that the types of all remaining agents are distributed according to

---

4 Particularly, if there exists a type \( \theta < \underline{\eta} \), the agent adopts with probability one because his cost, \( \theta_c \), is lower than any possible realization of payoff, which is higher than \( c_i/r \). The converse applies to \( \bar{\eta} \).
\begin{equation}
g_t(\theta) = g_0(\theta | \theta > \hat{\eta}) = \frac{g_0(\theta)}{1 - G_0(\hat{\eta})}. \tag{3}
\end{equation}

Given the above representation of the strategies and beliefs, we can write the continuation payoff in (2) as \( v(I_t, \hat{\eta}_t, \eta, \theta_n) \) where \( \hat{\eta}_t \) is the (commonly held) belief and \( \eta \) describes the (symmetric) strategies, or critical types, of all remaining agents other than \( n \) in \( \Gamma(I_t) \), the continuation games following \( I_t \). We sometimes write \( \eta \) as \( (\eta, \eta_{t+}) \) where \( \eta \) is the critical type at \( I_t \), and \( \eta_{t+} \) are those at subsequent histories.

Next we show that a symmetric PS-PBE of the adoption game, represented by \( \eta^*(I_t, \hat{\eta}_t) \) for \( I_t \in \mathcal{I} \) and \( \hat{\eta}_t \in [\theta, 1] \), exists and is unique. Part of the intuition is provided by the next Lemma, which states that in a two period decision problem, an agent has more incentive to wait if in the future there will be more information about the new technology.

**Lemma 1** Consider a two period decision problem where agent \( n \) of type \( \theta_n \) can adopt the new technology now, in the next period, or never. At history \( I \in \mathcal{I} \) in the current period, consider two scenarios: one where there will be \( j \) new adopters other than agent \( n \) in the current period, and two where there will be \( m \) new adopters in addition to the \( j \) adopters. Then agent \( n \)’s expected payoff of waiting now is higher under scenario two than under scenario one.

Next, we develop a property of a certain type’s decision problem to help find the PS-PBE. Specifically, for a this type of agent, his optimal adoption problem is equivalent to a two period decision problem: if he waits, either he adopts in the next period or he will never adopt. Further, this agent’s optimal decision helps us pin down the equilibrium strategy of every other type.

First, we use Proposition 1 to identify this particular type of agent. Let \( \eta^* \) be a profile of critical types (i.e., profile of symmetric strategies) of all remaining agents at all non-terminal histories in \( \mathcal{I} \), and \( \hat{\eta} \) be the beliefs generated by \( \eta^* \).

**Proposition 2** If for every \( I_t \in \mathcal{I} \), \( \eta^*(I_t) \in [\underline{\eta}, \overline{\eta}] \), the critical type at history \( I_t \), satisfies

\[
\pi(P(I_t), \eta^*(I_t)) - v(I_t, \hat{\eta}(I_t), (\eta^*(I_t), \eta_{t+}^{*}), \eta^*(I_t)) = 0.
\tag{4}
\]
Then \( \eta^* \) is the profile of critical types representing the PS-PBE strategies of the game. We call \( \eta^* \) the equilibrium critical types.

The Proposition implies that at history \( I_t \), if \( \eta^*_t = \eta^*(I_t) \) exists and if \( \eta^*_t \in (\hat{\eta}_t, 1] \) where \( \hat{\eta}_t = \hat{\eta}(I_t) \) is the belief at \( I_t \), then in the PS-PBE, all agents with \( \theta \in (\hat{\eta}_t, \eta^*_t] \) will adopt and those with \( \theta \in (\eta^*_t, 1] \) will wait. Nobody adopts if \( \eta^*_t \in [\underline{\eta}_t, \hat{\eta}_t] \) and everybody adopts if \( \eta^*_t \in (1, \bar{\eta}] \). Next we show that for an agent of type \( \eta^*_t \) (when \( \eta^*_t \in (\hat{\eta}_t, 1] \)), his decision problem can be reduced to a two period problem.

**Proposition 3** Consider a non-terminal history \( I_t \in \mathcal{I} \) on an equilibrium path. Suppose \( \eta^*_t = \eta^*(I_t) \) exists in (4) and \( \eta^*_t \in (\hat{\eta}_t, 1] \). If an agent of type \( \eta^*_t \) waits at \( I_t \), then either he adopts in the next period, or he will never adopt and the game ends in period \( t + 1 \) with none of the remaining agents adopting.

The intuition for this Proposition is straightforward: by the next period, the agent of type \( \eta^*_t \) will be of the lowest type among all remaining agents. If he finds it not worthwhile to adopt at a certain history in period \( t + 1 \) (when the new signals released in period \( t \) indicate a sufficiently low \( e \)), by Proposition 1, no other agents will adopt and the game ends with none of the remaining agents adopting.

The two period decision characterization of the critical type \( \eta^*_t \) has some flavor of the “one-step property” of optimal decisions in Chamley and Gale (1994) and Persons and Warther (1997). They focused on mixed strategies, and any type is by definition indifferent between investing and waiting. If all agents wait (their strategies are symmetric), no new information is released and they will wait forever. In our model, from Proposition 2, this critical type helps us pin down the equilibrium strategy of every agent.

Proposition 3 simplifies the derivation of \( v(I_t, \hat{\eta}_t, \eta^*, \eta^*_t) \). In particular, we know that if \( \eta^*_t \) exists and if \( \eta^*_t > \hat{\eta}_t \),

\[
v(I_t, \hat{\eta}_t, \eta^*, \eta^*_t) = \beta E_{I_{t+1}|I_t, \hat{\eta}_t, \eta^*_t} \pi(P(I_{t+1}), \eta^*_t) 1(\pi(P(I_{t+1}), \eta^*_t) \geq 0),
\]

where \( 1(\cdot) \) is an indicator function returning the value of one if its argument is true, and zero otherwise. Equation (5) indicates that the continuation payoff of type \( \eta^*_t \) depends on other agents’
critical types at history $I_t$, but not on their critical types at later histories. This is a direct consequence of Proposition 3: since type $\eta_t^*$ never waits beyond period $t+1$, other agents’ strategies in later periods do not matter. We thus write $w(\cdot)$ and $v(\cdot)$ in (4) as $w(I_t, \hat{\eta}, \eta_t^*)$ and $v(I_t, \hat{\eta}, \eta_t^*, \eta_{t+1}^*)$ respectively.

**Proposition 4** There exists a unique solution $\eta_t^* \in [\underline{\eta}, \bar{\eta}]$ to $w(I_t, \hat{\eta}, \eta_t^*) = 0$ in (4). That is, there exists a unique symmetric PS-PBE in the adoption game. In particular, $w(I_t, \hat{\eta}, \eta)$ is continuous and decreasing in $\eta$, with $w(I_t, \hat{\eta}, \underline{\eta}) > 0$ and $w(I_t, \hat{\eta}, \bar{\eta}) < 0$.

Note that the equilibrium strategy $\eta_t^*$ can be below the prior $\hat{\eta}$, Then the game ends without any remaining agents adopting. (We will discuss this point in greater detail in the next section.) Otherwise, if $\eta_t^* > \hat{\eta}$, all agents whose types are in $(\hat{\eta}, \eta_t^*]$ adopt in this period, and the starting belief at histories in the next period is simply $\hat{\eta}_{t+1} = \eta_t^*$. Next we show that

**Proposition 5** Let $\eta_t^*$ be the equilibrium critical type at history $I_t$ with belief $\hat{\eta}_t$. $\eta_t^*$ is continuous and increasing in $P(I_t)$ and $\hat{\eta}_t$.

The continuity follows from the fact that $w(I_t, \hat{\eta}, \eta)$ is continuous and monotone in $\hat{\eta}_t, \eta$ and $P(I_t)$. Note that an infinitesimal change in $P(I_t)$ does not affect the “amount of information” $P(I_t)$ carries, which is determined by the dimension of $P(I_t)$, $\text{dim}(P(I_t))$, or the number of profit signals. A small change in $P(I_t)$ involves changing the value of these signals, but not the number of them. It is therefore intuitive that the profit of adoption and the payoff of delay are both continuous in $P(I_t)$. The information level, or $\text{dim}(P(I_t))$, can change only discretely in our model. Then we would expect discrete changes in $\eta_t^*$ as the information level changes.

As $P(I_t)$ increases, the profit signals point to a higher likelihood that $e$ is of a high value. Then adopting now becomes more attractive because it is less likely that waiting will avoid unprofitable adoption. Consequently $\eta_t^*$ increases. Higher $\hat{\eta}_t$ means that the remaining agents are of higher types and are less likely to adopt the technology. Waiting then becomes less valuable since fewer new signals are likely to arise in the future. Thus adopting now becomes more attractive, or $\eta_t^*$ increases.
4 The Diffusion Paths of the New Technology

In this section we study characteristics of equilibrium diffusion paths of the new technology. Obviously, a path is determined by the specific history of the game that is realized. We therefore focus on features that are shared by many paths.

4.1 Temporary Stops and Delays

A unique feature of our adoption game is that the adoption process may stop temporarily, i.e., there may be periods when no new adopters arise, before the process resumes. Specifically, it is possible that many periods pass before the new technology even starts to be adopted. For example, suppose $\theta_n > \eta^*(\emptyset, \hat{\theta}) \equiv \eta^*_1$ for all $n = 1, \ldots, N$. Then nobody adopts in the first period because every agent, based on his prior belief, expects with a positive probability that there are some low cost types (those with $\theta < \eta^*_1$) among the group, and each wishes to wait for their profit signals. However, observing no new adopters and realizing that all types are thus above $\eta^*_1$, agents update their beliefs in period two: $\hat{\eta}_2 = \eta^*_1$. Since $\hat{\eta}_2 > \hat{\eta}_1 \equiv \emptyset$, Proposition 5 implies that $\eta^*_2 > \eta^*_1$: now agents are more willing to adopt given the new belief. If still no agent adopts, the updated belief in period three is $\hat{\eta}_3 = \eta^*_2 > \eta^*_1 = \hat{\eta}_2$, so that $\eta^*_3 > \eta^*_2$ and more types are willing to adopt. This process of updating and increasing $\hat{\eta}_t$ and $\eta^*_t$ continues until period $\tau$ when $\theta_n < \eta^*_\tau$ for some agent $n$, that is, when these types finally realize that they are the lowest types! Then the technology starts to be adopted.

By similar arguments, it is possible for the adoption process to stop for several periods and then to resume. During the stopping periods, no further information is revealed about $\epsilon$, but information about agent types is always updated. That is, $\hat{\eta}_t$ and thus $\eta^*_t$ gradually “work themselves up” until $\eta^*_t$ surpasses the lowest type of the remaining agents. The following Proposition formally establishes the existence of temporary stops.

**Proposition 6** Define the end of the adoption game as history $I_\tau \in \mathcal{I}$ such that the continuation game at $I_\tau$ is the same as all continuation games following $I_\tau$, with the same belief about types and no new adopters. Then at any history before the end of the game, there is a strictly positive
probability in equilibrium that no agent adopts at the history. In particular,
(a) there is a strictly positive probability that nobody adopts in period one, or the diffusion process
has a delayed start, and
(b) at any non-terminal history, there is a strictly positive probability that the diffusion process
temporarily stops.

Temporary stopping and delayed start characterizes the diffusion of many technologies, espesi-
cially at the level of individual communities (e.g., villages). In our model, the temporary stops are
due entirely to the incomplete information about agent types. The stops are temporary because
learning still takes place, although only about the agent types. Temporary stopping is a unique
feature of our model that is not shared by the threshold models (e.g., Caswell and Zilberman (1986)
and Feder and O’Mara (1981)), common value models (e.g., Chamley and Gale (1994)), or com-
plete information models (e.g., Persons and Warther (1997)), where the diffusion stops permanently
whenever there are no new adopters in any period. In both Feder and O’Mara (1981) and Persons
and Warther (1997), learning takes place only about the technology. If at any history \( I_t \) there are
no new adopters, no new information is released about \( e \) and future histories will remain the same
as \( I_t \). Consequently no agent will adopt at the subsequent histories, and the diffusion completely
stops at \( I_t \). In Chamley and Gale (1994), there is no private value, and an agent’s type (or his
private signal) directly reflects the technology’s efficiency (the common value). If nobody adopts
in a period, agents would judge that the technology is not worthwhile, permanently “killing off”
the diffusion process.

4.2 The Ending of the Diffusion Process

When information updating about the agent types is “slow” in the sense that \( \eta^*_t - \hat{\eta}_t \) is small,
there could be prolonged initial delays and temporary stops. A natural question then is whether
the diffusion process could last infinite periods, an empirically unlikely phenomenon. The next
Proposition rules this out: the adoption process always stops in finite periods.

**Proposition 7** The diffusion process stops in finite periods almost surely.
As long as the game does not end, the belief about agent types \( \hat{\eta}_t \) increases overtime: the remaining agents are believed to be of higher and higher types. The reason is that in any period before the end of the game, the equilibrium strategy \( \eta^*_t \) is higher than the belief \( \hat{\eta}_t \) and \( \hat{\eta}_{t+1} = \eta^*_t \).

The game ends either when all agents have adopted, or when \( \eta^*_t \leq \hat{\eta}_t \). In the latter scenario, nobody adopts in this period since the strategy \( \eta^*_t \) is below the type of every remaining agent. Further, there is no information updating about agent types because \( \hat{\eta}_{t+1} = \hat{\eta}_t > \eta^*_t \) (rather than \( \hat{\eta}_{t+1} = \eta^*_t \)). Thus information about \( e \) and beliefs in period \( t+1 \) are the same as those in period \( t \), and nobody adopts in period \( t+1 \) either. Continuing this argument, we know the game ends in period \( t \) with none of the remaining agents ever adopting.

The scenario of \( \eta^*_t \leq \hat{\eta}_t \) can arise in two ways. First, it occurs when the signals of the new adopters in period \( t-1 \) indicate extremely low \( e \) values, so that \( \eta^*(I_t, \hat{\eta}_t) \leq \hat{\eta}_t \) (since \( \eta^*(I, \hat{\eta}) \) decreases in \( P(I) \)). Thus the “shock” of low signals abruptly “kill off” the adoption process. Alternatively, the adoption process may end in period \( t \) even if there have not been new adopters before this period. For example, suppose the last new adopters adopted in period \( \tau < t \). During periods \( t' \in [\tau, t] \), information about \( e \) in \( I_{t'} \) is the same: \( P(I_{t'}) \) remains constant. However, there is updating about the types in every periods, so that \( \hat{\eta}_{t'} \) increases in \( t' \). If \( \pi(I_t, \hat{\eta}_t) \leq 0 \), and this is possible when \( \hat{\eta}_t \) is sufficiently high and \( P(I_t) \) is sufficiently low, then nobody should adopt in period \( t \) and again \( \eta^*_t \leq \hat{\eta}_t \), killing off the adoption process. Note that although it “appears” that the adoption process has stopped in period \( \tau \), it in fact stopped later in period \( t \) when updating about types stopped.

Proposition 8 formally establishes the above results.

**Proposition 8** Along an equilibrium path,

(a) the adoption game ends either when all agents have adopted, or at history \( I_t \) with \( \eta^*(I_t, \hat{\eta}_t) \leq \hat{\eta}_t \).

(b) Before this terminal history \( I_t \) is reached, the prior beliefs \( \hat{\eta}_\tau \), for \( \tau < t \), increase in \( \tau \).

In many cases, the signals from early adopters are their realized profits. Then an immediate corollary of Proposition 8(a) is that unless every agent adopts, there is a strictly positive probability that the last adopters will be worse off. Based on information in \( I_t \) about \( e \), types \( \theta \in [\eta^*(I_t, \hat{\eta}_t), \hat{\eta}_t] \)
who have adopted earlier should not have done so.

**Corollary 1** Suppose the signals of adopters are their realized profits. Then unless the new technology is adopted by everybody, with positive probability some of the last adopters will be made worse off by the opportunity to adopt the new technology.

### 4.3 Logistic Diffusion Paths

It has long been recognized that the diffusion paths of many technologies are logistic: the number of adopters gradually increases in early periods, reaches a peak level, and gradually dies down until the end of the diffusion process. Different reasons have been proposed in the literature, such as the heterogeneity of potential adopters in threshold models with passive learning (e.g., Feder and O’Mara (1981)). In this section, we argue that strategic delay could be an important factor behind the logistic paths.

Given the agent types \( \{\theta_1, \ldots, \theta_N\} \), the diffusion path is completely determined by the realizations of the profit signals of the adopters. For example, if we fix a sample selection of the observation errors of all agents, that is, if we fix the value of \( \varepsilon_n, \forall n \), then the diffusion path is completely determined. Since the profit signals are random, the diffusion paths for a technology are also random and can assume a variety of shapes e.g., concave, convex, logistic, etc. Below we present two arguments to explain why “on average,” the observed diffusion paths should be logistic.

First, as more agents adopt, more information about \( e \) is released, reducing the incentive of remaining agents to wait and raising their incentive to adopt. This factor tends to accelerate the adoption process, leading to a convex diffusion path. Second, since low cost agents adopt first, the remaining agents are of higher and higher cost types. Everything else equal, a higher cost agent is less willing to adopt. This factor slows down adoption over time, making the diffusion path concave. The two factors, working against each other, can then generate logistic paths.

Consider first the impact of increasing number of adopters. To single out this effect, we compare two histories \( I^1 \) and \( I^2 \) containing profit signals indicating the same expected efficiency, \( E_{e|P(I^1)}(e) = E_{e|P(I^2)}(e) \), but different number of adopters, \( \dim(P(I^1)) < \dim(P(I^2)) \). We show
that, given the same beliefs about agent types, the remaining agents are more willing to adopt at \( I^2 \), the history containing more adopters.

**Proposition 9** Consider two histories \( I^1 \) and \( I^2 \) with \( E_{e|P(I^1)}(e) = E_{e|P(I^2)}(e) \) and \( \dim(I^1) < \dim(I^2) \), and the same belief \( \hat{\eta} \). Then

\[
\eta^* \equiv \eta^*(I^1, \hat{\eta}) < \eta^*(I^2, \hat{\eta}) \equiv \eta^*,
\]

if both \( \eta^* \) and \( \eta^* \) are strictly above \( \hat{\eta} \).

There are two forces underlying (6). As there are fewer remaining agents at \( I^2 \), the distribution of the number of future signals shifts to the left. Further, the value of an additional signal is lower at \( I^2 \) because the prior about \( e \) is stronger. This second point illustrates that the additional value of future information, where information is measured by the number of signals, goes down as the starting information increases. This result is consistent with Hirshleifer and Riley (1992) (page 184), which shows in a different context that the value of the new signals is lower as the prior becomes stronger.

On an “average” diffusion path, the observation errors of early adopters tend to cancel each other out. In other words, *ex ante*, the expected efficiency of the new technology should remain constant along the average path, even as more profit signals are released. Then Proposition 9 implies that the average path tends to be convex, ignoring the fact that the types of remaining agents increase along the path.\(^5\)

Of course, this fact cannot be ignored. The next Proposition shows that at any history, the incentive to adopt decreases as the belief about agent types increases.

**Proposition 10** Consider two possible beliefs at a history \( I \in I \), \( \hat{\eta}^i \), \( i = 1, 2 \), with \( \theta \leq \hat{\eta}^1 < \hat{\eta}^2 \leq 1 \). Let \( G_t(\eta^*; \hat{\eta}^i) \equiv \frac{G_0(\eta^*) - G_0(\hat{\eta}^i)}{1 - G_0(\hat{\eta}^i)} \), where \( \eta^* \equiv \eta^*(I, \hat{\eta}^i), i = 1, 2 \), be the equilibrium probabilities of adoption by each remaining agent. Then

\[
G_t(\eta^{2*}; \hat{\eta}^2) < G_t(\eta^{1*}; \hat{\eta}^1),
\]

\(^5\)We need to emphasize that this reasoning is appropriate only for the average diffusion path; on individual paths, the observation errors may not cancel out at all.
which implies

\[ G_0(\eta^{2*}) - G_0(\hat{\eta}^2) < G_0(\eta^{1*}) - G_0(\hat{\eta}^1). \]

The intuition of the Proposition is that the remaining agents are more reluctant to adopt and more willing to wait when their types are higher. Thus to induce an agent of type \( \eta^{2*} \) (which is higher than \( \eta^{1*} \)) to be indifferent between waiting and adopting, it must be that he will expect, according to his own belief, fewer future signals (relative to an agent of type \( \eta^{1*} \)), which requires \( G_t(\eta^{2*}; \hat{\eta}^2) \), the probability of each remaining agent adopting in this period given \( \hat{\eta}^2 \), to be smaller than \( G_t(\eta^{1*}; \hat{\eta}^1) \).

Proposition 10 implies that as the diffusion progresses, if we ignore the fact that more information about \( e \) is being released, the path tends to be concave as the number of new adopters in each period will go down. The shape of the diffusion path then depends on the interaction of the two forces identified in Propositions 9 and 10.

To see the interaction, consider an “average” diffusion path where \( \textit{ex ante} \) the expected value of \( e \) remains constant as the diffusion progresses. (This would be true if the prior about \( e \) is unbiased.) Let \( d \) be the cumulative number of adopters in a period. As \( d \) increases overtime along the diffusion path, \( \hat{\eta} \) rises as low cost types drop out of the game: \( \hat{\eta}'(d) > 0 \). The proof of Proposition 4 showed that the number of new adopters, \( L(d) \), follows a Binomial distribution with \( N - d \) draws and probability \( G(\eta^{*}(d, \hat{\eta}); \hat{\eta}) \), where \( \eta^{*}(d, \hat{\eta}) \) is the equilibrium strategy. Proposition 9 showed that \( G(\cdot) \) is increasing in \( d \) holding \( \hat{\eta} \) constant (since \( G(\cdot) \) is increasing in \( \eta^{*} \)), while Proposition 10 showed that \( G(\cdot) \) decreases in \( \hat{\eta} \) holding \( d \) constant. The expected number of new adopters is

\[ EL(d) = (N - d)G(d, \hat{\eta}(d)), \tag{8} \]

where \( G \) is rewritten directly as a function of \( d \) and \( \hat{\eta} \) for easiness of presentation, with \( G_d > 0 \) and \( G_{\hat{\eta}} < 0 \).

From (8), we know

\[ EL'(d) = -G(d, \hat{\eta}(d)) + (N - d)(G_d + G_{\hat{\eta}} \hat{\eta}'(d)) = G(d, \hat{\eta}(d)) \left[ \left( \frac{N}{d} - 1 \right) \epsilon_d^G - 1 \right], \]

where \( \epsilon_d^G \) is the elasticity of \( G(\cdot) \) with respect to \( d \). Clearly, if the factor in Proposition 10 dominates that in Proposition 9, i.e., if \( G_{\eta} \hat{\eta}'(d) \) (which is negative) dominates \( G_d \) (which is positive), \( \epsilon_d^G < 0 \)
and the expected number of adopters in each period decreases as $d$ rises, resulting in a concave diffusion path. But if $G_d$ dominates $G_{\eta \hat{\eta}}(d)$ so that $\epsilon^G_d > 0$, then $EL'(d) > 0$ when $d$ is low and $EL'(d) < 0$ when $d$ is high, representing a logistic diffusion path.

Intuitively, we expect that $\epsilon^G_d$ to be positive for low values of $d$ and negative as $d$ becomes larger. However, it is impossible to fully and analytically characterize the shape of the path in a general model. We next turn to a numerical example to, among other objectives, illustrate how learning and strategic delay help shape the diffusion path to be logistic.

5 Strategic Learning, Information, and Agent Communications

Based on the equilibrium strategies, in this section we study the effects on the equilibrium diffusion paths of a number of factors including strategic learning, prior information about efficiency $e$, and agent communications about their types and about $e$. These factors are directly related to important policies that are routinely used by governments to promote technology adoption. Our results illustrate whether these policies can in fact always serve the purposes they are designed for, and disselle some common misconceptions.

In the numerical example, we study the independent diffusion of a single technology in a number of communities. We build on the literature of technology diffusion with passive learning such as Feder and O’Mara (1981) and with complete information such as Persons and Warther (1997), and assume Gaussian learning about the technology’s efficiency $e$. In particular, the prior $F_0(\cdot)$ is normal, the signals are additive with $p_n = e + \epsilon_n$, $n = 1, \ldots, N$, and the distribution of observation shocks $H(\cdot)$ are also normal. The major advantage of this approach is its simplicity: with conjugate priors, the posterior distribution of $e$ is normal, with simple formula for its mean and variance.

Table 1 lists the parameter values used in the numerical example. There are two minor departures from the theoretical setup. First, since $F_0(e)$ is normal, there is a positive probability of $e < 0$. We therefore assume that adoption is irreversible even if $e < 0$, and choose the mean and variance of $F_0(\cdot)$ to minimize this probability. In our example, the mean is over three standard deviations above zero. Second, we expanded the support of the type distribution. While it is $[\theta, 1]$
Table 1: Parameter Values

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Information about e</td>
<td></td>
</tr>
<tr>
<td>mean of $F_0(\cdot)$</td>
<td>50</td>
</tr>
<tr>
<td>std dev of $F_0(\cdot)$</td>
<td>15 (10 under scenario 1: stronger priors)</td>
</tr>
<tr>
<td>true value of $e$</td>
<td>65</td>
</tr>
<tr>
<td>2. Profit signal shocks</td>
<td></td>
</tr>
<tr>
<td>mean of $H(\cdot)$</td>
<td>0</td>
</tr>
<tr>
<td>std dev of $H(\cdot)$</td>
<td>20 (10 under scenario 2: more accurate signals)</td>
</tr>
<tr>
<td>3. Information about types</td>
<td></td>
</tr>
<tr>
<td>true lower bound $\theta$</td>
<td>20.1</td>
</tr>
<tr>
<td>true upper bound</td>
<td>60.1</td>
</tr>
<tr>
<td>believed lower bound of $G_0(\cdot)$</td>
<td>10.1 (20.1 under scenario 3: stronger belief on types)</td>
</tr>
<tr>
<td>believed upper bound of $G_0(\cdot)$</td>
<td>70.1 (60.1 under scenario 3: stronger belief on types)</td>
</tr>
<tr>
<td>4. Other parameters</td>
<td></td>
</tr>
<tr>
<td>size of community $N$</td>
<td>50</td>
</tr>
<tr>
<td>cost coefficient $c$</td>
<td>32.42</td>
</tr>
<tr>
<td>discount rate $r$</td>
<td>0.05</td>
</tr>
</tbody>
</table>

In the theory model, now we allow the upper bound to be well above 1. The sole purpose of doing so is to make the graphs easier to present and less cluttered.

One of the major arguments in threshold models for logistic diffusion paths is the existence of bell-shaped distribution of agent types.\(^6\) To show how strategic learning can lead to logistic diffusion even without this limiting assumption about types, we allow the types to follow five kinds of Beta distributions on $[20.1, 60.1]$: $Beta(0.5, 0.5)$, $Beta(1, 1)$, $Beta(5, 5)$, $Beta(1, 2)$, and $Beta(2, 1)$. Their densities are shown in Figure 1. Clearly, other than $Beta(5, 5)$, the type densities are not bell-shaped. For these densities, logistic paths should not on average materialize according to threshold models.

For each type distribution, the corresponding belief $H(\cdot)$ follows the same distribution but on a wider support of $[10.1, 70.1]$, capturing the notion of less precise initial belief about types. Better information about types is then represented by a narrower support of $H(\cdot)$. We also allow for

---

\(^6\)As the adoption cost goes up, the density of agents at each cost level first goes up and then goes down. The number of new adopters per period, being proportional to the density, follows a similar pattern, leading to the logistic path.
biased initial information about $e$. In our baseline setup, the mean of $F_0$ is one standard deviation below $e_{true} = 65$, the true efficiency of the new technology. We tried other scenarios where $F_0$ is unbiased or is biased upwards, and the resulting diffusion paths share similar characteristics. The adoption cost is such that the type in the middle of the support, 40.1, is indifferent between the two technologies: $c = \frac{e}{40.1}$. When types are symmetrically distributed, ex ante the technology should be adopted by half of each community under perfect and complete information.

Figure 2 presents the average diffusion paths across 200 communities for each of the type distributions and for several variations from the baseline parameter values. The paths are calculated in the following fashion. For each community, we randomly draw the types and profit signals for the 50 agents according to the type and signal distributions. Given these types and signals, as well as initial information about $e$ and initial beliefs about the types, we calculate the equilibrium diffusion path. We then move to the next community, where we randomly draw the types and signals again, independent of previous draws, and calculate the associated equilibrium diffusion path. Thus, although all communities face the same technology and have the same initial information and beliefs, they can be different from each other in terms of the actual agent types and profit signals.
The average diffusion path then depicts the average number of adopters in each period across the 200 communities, and is represented by the solid bold line in Figure 2.\footnote{The average path becomes more accurate as we increase the number of communities. However, the level of precision at 200 communities is already high: the maximum standard deviations for the average paths (maximum over all periods on each path) in the five subfigures are 0.72, 0.97, 1.67, 1.40, and 0.77 respectively. In fact, we run the program for 400 villages and the resulting average diffusion paths are nearly identical to Figure 2.}

### 5.1 Effects of Strategic Delay

We first use the numerical results to study the effects of agents being strategic in waiting for information on the diffusion path. Thus we calculate, for each community, the diffusion path when each agent $n$ simply makes the non-strategic adoption decision: he will adopt if and only if $E(e)/r \geq \theta_n c$, where the expectation is taken based on the current information about $e$. This would be the diffusion path predicted by the threshold adoption models. The non-strategic path is represented by a solid line in Figure 2. We compare these lines with the bold lined diffusion paths.

In Figure 2, the numbers in the square brackets in the legends are the periods it took for the diffusion process to stop in all 200 communities. It is then clear that for all type distributions, compared with non-strategic learning, \textit{strategic delay prolongs the diffusion process, lowers the eventual adoption rate, and makes the diffusion path more likely to be logistic.}

The time periods it took for the diffusion process to stop with strategic learning can be more than 20 times longer than those under non-strategic learning. The difference is higher when there are heavy concentration of types who have relatively high costs and thus would not adopt in early periods, as in the case of $Beta(5, 5)$ and $Beta(2, 1)$. Since low cost types adopt first, there will be a large number of remaining agents left in early periods under these two type distributions, raising the expected number of signals in the future. This expectation then reduces the adoption incentive, slowing down the diffusion process. For other type distributions, e.g., $Beta(0.5, 0.5)$, there is a high concentration of low cost types. Then there will be a relatively large number of adopters in early periods, raising the incentive for others to adopt both by providing more profit signals and by reducing the expected number of future signals.

For the same reason, strategic delay reduces the eventual adoption rate compared with non-
Figure 2: Average Diffusion Paths for Each Type Distribution
strategic learning, and by a large amount when the left tails of type densities are thin as in \( \text{Beta}(5, 5) \) and \( \text{Beta}(2, 1) \). For the other type distributions, the difference between eventual adoption rates is relatively minor, implying that strategic delay mainly prolongs the diffusion process, without much reduction in the long-run adoption rate. A closer examination of the diffusion paths of individual communities showed that the prolonged delay is mainly attributable to long but temporary stops in some communities.

Without strategic delay, the diffusion paths are concave, i.e., the per period number of new adopters goes down along the diffusion path. This is true even when there are only relatively few low cost types, such as in \( \text{Beta}(2, 1) \) and \( \text{Beta}(5, 5) \). Strategic behavior induces two changes to the paths: first, diffusion in early periods is slower and gradually rises, indicating that factors in Proposition 9 dominate those in Proposition 10 for early periods; second, the order of dominance is reversed for later periods, resulting in long flat tails for the paths. This kind of long tails is rather typical of diffusion paths, e.g., the adoption of hybrid seed in Figure 1 of Griliches (1957). The two changes together cause the diffusion path to be logistic.

This kind of decline in incentive to delay as the number of signals rises can be best seen in Figure 2(a). Without any signals, the first period adoption rate with strategic delay is about 7%, while that without is 34%, a difference of 27%. However, after 34% have adopted in both cases (at the end of period two with strategic delay and period one without), the diffusion rates are respectively 44% and 47%, a difference of only 3%. In other words, the profit signals released by the early adopters, who account for 34% of the population, contain enough information to significantly reduce the remaining agents’ incentives to delay and wait for further information.

5.2 Effects of Stronger Prior about \( e \)

A stylized understanding about technology diffusion is that more initial information about the technology helps speed up adoption. In the case of agricultural technology adoption, extension services of universities and government agencies, marketing specialists, and private technology consultants all play significant roles in providing prior information (Sunding and Zilberman (2001)). Although a stronger prior reduces the incentive to delay in our model, it may not always promote
long term adoption rates due largely to the randomness of profit signals.

The dashed lines in Figure 2 represent diffusion paths when the standard deviation of $F_0(\cdot)$ is reduced from the baseline value of 15 to 10 (scenario 1). Since the mean of $F_0(\cdot)$ (a value of 50) is lower than the true efficiency (a value of 65), the agents have stronger but downward biased beliefs about $e$. We first compare the diffusion path under this prior with the baseline, to argue that under certain circumstances stronger priors always speed up diffusion even when it is downward biased.

It is clear from Figure 2 that a stronger prior always speeds up early adoption: armed with less uncertainty in beliefs about $e$, each agent has less incentive to wait for more signals. This is true regardless of the fact that the prior is downward biased, since even in this case, there are always low cost agents who can still benefit from adoption. These types are more willing to adopt when the prior distribution tightens.

Although the stronger prior speeds up early adoption, it reduces the eventual adoption rate since the prior is downward biased. However, it is interesting to note that the long-run adoption rate decreases only by a small amount. The reason is that profit signal released by the early adopters, which contain information about the true value of $e$, are strong enough to (nearly completely) overcome the downward bias in the prior. Figure 3(b) shows the posterior expected $e$ as the number of signals rises, averaged across all 200 communities. Comparing the baseline with the case of unbiased prior (where $F_0$ is changed so that $E(F)_0 = 65$) clearly demonstrates the downward bias in posterior $E(e)$. The bias increases as the prior becomes stronger, given the same number of signals, but decreases as the number of signals rise. Since more agents adopt in early periods as the prior becomes stronger, more signals are available to overcome the downward bias in the prior, making it possible that the posterior $E(e)$ may in fact increase in a certain period. For example, at the end of period one in Figure 2(a), about 7 agents adopted in the baseline scenario and 20 agents adopted with the stronger prior. Reading from Figure 3(b), the posterior $E(e)$ under the baseline prior with seven profit signals is about 61, while that under the stronger prior with twenty signals is over 62.

Therefore, how much the long-run adoption rate can be reduced by the stronger but biased prior depends on how many agents adopt in the long run. When there are many low cost types,
as in the cases of $Beta(0.5, 0.5)$, $Beta(1, 1)$ and $Beta(1, 2)$, the relatively large number of early adopters provide enough information to basically erase all the bias in the prior. In these case, the stronger prior speeds up early adoption without sacrificing the long-run diffusion rate. When the low cost types are relatively few, as in $Beta(5, 5)$ and $Beta(2, 1)$, fewer profit signals are released to overcome the bias in the prior. Consequently the long-run adoption rate decreases by a larger amount when the prior becomes stronger.

In addition to the bias in the prior, there is another reason contributing to the decrease in the long-run adoption rate under the stronger prior, namely the randomness in the signals of adopters. Figure 3(a) depicts the mean value of the random shocks as the number of adopters increases along a path, averaged over the 200 communities. In Gaussian updating about $e$, the mean value of the released profit signals along a diffusion path and the number of signals (given the prior) are sufficient statistics for the posterior belief about $e$. Differences in early adoption rates may thus lead to differences in the mean values of shocks. For instance, in the case of $Beta(2, 1)$ in Figure 2(e), the long-run adoption rates are 17% and 15% for the baseline and the stronger prior scenarios, corresponding to 8.5 and 7.5 adopters. From Figure 3(a), the associated mean shock values are $-0.4$ and $-0.5$ respectively, i.e., the remaining agents observe, on average, lower profit
signals under the stronger prior scenario, contributing to the lower adoption rate. In fact, when the prior is unbiased, we found that the long-run adoption rate can also decrease as the prior tightens, due to the randomness in the signals shocks.

In summary, we know

**Remark 1** (a) A stronger prior about $e$ always speeds up early adoption, even when it is downward biased.

(b) The stronger prior with a downward bias leads to a lower long-run diffusion rate, but by a smaller amount when there are a larger number of low cost types, and when the profit signals are more accurate.

(c) Even when the prior is unbiased, there is a positive probability that the stronger prior reduces the long-run adoption rate.

Thus, purely from the perspective of promoting adoption, extension services can be helpful even if they are “inaccurate” in the sense that they provided biased estimates of the efficiency. This is especially true if the services reduce agents’ uncertainty about the technology, if there are enough early adopters, and if the profit signals of these adopters are sufficiently informative about $e$ to overcome the initial bias.

### 5.3 More Information about Agent Types

Sociologists have argued that communication between new technology users and non-users helps promote adoption and diffusion. In our framework, this kind of communication can occur on two aspects: about agent types and about the new technology. Within a more closely knitted community, agents have more information about each other, i.e., their beliefs $G_0(\cdot)$ has a smaller variance $\sigma_\theta^2$. However, such a community may not have a lower $\sigma_\varepsilon^2$, since the signal shocks may be caused by factors exogenous to the community, such as weather variations, market shocks, or the nature of the technology itself.\(^8\) In our discussion, we interpret a lower $\sigma_\theta^2$ as representing a higher

---

\(^8\)It may be easier to relate the output or profit of a firm to the technology used for some type of technologies than for other types.
degree of communication among agents about each other’s types, while a lower $\sigma^2_{\varepsilon}$ as capturing more communication about the technology through more accurate profit signals.

Suppose better communication about types is represented by a mean-preserving shrinking in the spread of $G_0(\cdot)$ to $G'_0(\cdot)$. Consider history $I_t$ with belief $\hat{\eta}_t$ where every remaining agent follows the strategy of $\eta$. Equation (8) showed that the adoption incentive increases if under the new belief, the perceived probability of adoption by others decreases: $G(\eta; \hat{\eta}_t) > G'(\eta; \hat{\eta}_t)$. Thus, to study the effects of communication about types, we only need to find the change in $G(\eta; \hat{\eta}_t)$.

Consider the starting period where $\hat{\eta}_1 = \theta$. If the first period’s equilibrium strategy under $G_0$, $\eta^*_1$, is lower than $\bar{\theta}$, i.e., if the first period adoption rate is lower than 50%, the probability adoption by each agent goes down given $\eta^*_1$. Then the incentive to adopt increases: better communication about types raise the initial adoption rate if the technology is “gradually” adopted. For this kind of technology, only agents with relatively low costs will adopt given the original uncertainty $\sigma^2_{\theta}$. Lower uncertainty shifts the beliefs about the distribution of agent types away from the tails, leading to a lower assessment of the probabilities of low types. That is, each agent believes that it is less likely that other agents are of really low costs. Each expects fewer adopters in the first period and is more willing to adopt. This result is reversed if $\eta^*_1 > \bar{\theta}$.

The technology in our numerical example is gradually diffused, and as Figure 2 shows, the adoption rate is higher in early periods as the belief about types becomes stronger: the dash-dotted lines are the paths when the belief $G_0(\cdot)$ is distributed on $[20.1, 60.1]$, the true type space, rather than $[10.1, 70.1]$ in the baseline. The long-run diffusion rate, however, is not much affected by the stronger belief. As we discussed earlier, the adoption process stops before complete diffusion only when the realized profit signals are low. Stops due to “incorrect” expectations about the number of of low cost types are temporary, because eventually some agents will realize they are of the lowest types and start to adopt. That is, ex ante, or on average, changes in belief about types can only affect the speed instead of the eventual level of diffusion. We summarize the findings in

**Remark 2** (a) For technologies that are diffused gradually, better communication about agent types speeds up early adoption.

(b) Better communication about types does not affect the ex ante or average long-run adoption rate.
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The findings provide evidence in support of the sociologists’ call for more communication among potential adopters. However, we have to caution that the communication speeds up adoption only in early periods. If the adoption process has already progressed to a degree such that more accurate $G_0(\cdot)$ increases the perceived probability of others adopting, the communication may in fact slow down the adoption rate. Communication about agent types speeds up adoption, but only if it is done at the beginning of the diffusion process.

### 5.4 Communication about the Technology

A major argument for increasing the interaction between adopters and potential adopters is that the latter can learn from the former about the technology, thereby becoming more willing to adopt. In the context of our model, increased communication about the technology corresponds to a lower variance in the signal shocks, $\sigma^2_{\varepsilon}$. A key observation, shown in Kihlstrom (1984), is that lower $\sigma^2_{\varepsilon}$ implies that the profit signals of the adopters carry more information about $e$ in the sense of Blackwell (1951, 1953). Then *given the same prior information* about $e$, these signals are more valuable and agents will have more incentive to wait for them. Therefore, at the beginning of the diffusion process, the adoption rate should go down as $\sigma^2_{\varepsilon}$ becomes smaller.

Of course, once agents start to adopt, the signals from early adopters become more informative as communication becomes more efficient. The remaining agents thus have better information about $e$ and less incentive to wait for further information. We thus expect that the speed of adoption catches up in later periods.

Figure 2 confirms the above reasoning. The rate of adoption in the case of more accurate signals is clearly lower in early periods compared with the baseline, and more so when there are many low cost types, e.g., for $Beta(0.5, 0.5)$, $Beta(1, 1)$ and $Beta(1, 2)$. Expecting a large number of early adopters, each agent’s incentive to wait for signals increases a lot more when the signals become more informative. In contrast, there are only few low cost types under $Beta(5, 5)$ and $Beta(2, 1)$. Since at the beginning, agents expect few signals anyway, their incentive to wait for them only rises a little as the signals become more informative.

Figure 2 also shows that the adoption speed catches up quickly with more accurate signals, es-
especially when there are many early adopters as in cases of $Beta(0.5, 0.5)$, $Beta(1, 1)$ and $Beta(1, 2)$. To see the reason, notice from Figure 3(b) that in this case, the posterior expected $e$ quickly stabilizes. In other words, information about $e$ quickly becomes so strong that further signals do not contribute much to the variation in $E(e)$ anymore. Consequently, the remaining agents are less willing to wait for them.

Since the prior is biased downward, more accurate signals also help overcome this bias, thereby raising the long-run adoption rate. From Figure 2, the increase in long-run adoption is the highest for cases of $Beta(5, 5)$ and $Beta(2, 1)$. Since there are only a few early signals, their increased informativeness is most helpful in overcoming the bias in the prior. In the other three type distributions, the large numbers of early signals provide enough information about $e$ to overcome the bias, making added informativeness less valuable. In summary, we know

**Remark 3** (a) More efficient communication about the technology slows down early adoption and speeds up later adoption, especially when there are a large number of low cost types.
(b) More efficient communication also helps overcome any bias in prior information about $e$, particularly when there are few low cost types.

Our findings thus suggest that increased communication about the technology should be encouraged only after a certain rate of diffusion. If it occurs too early, it may encourage strategic delay and slow down adoption. This risk is higher when there are many low cost types.

6 Discussion

The technology adoption and diffusion process is complex, subject to network externalities, learning by doing, certain degrees of reversibility, leap-frogging, etc. As we discuss below, some of these factors have been shown in the literature to contribute to the logistic diffusion pattern. We only focused on one aspect of the problem: the active, or strategic, information exchange among the likely adopters. In this regard, our paper relates more closely to the information cascades literature than to adoption. We discuss in this section how our results will change (or not change) as we add other factors to our model.
The costs and benefits of adoption are typically changing over time after the introduction of a new technology. For instance, the costs can decrease due to learning by doing and increased market size of the new technology. The benefits can decrease if the increased output drives down market prices (or the marginal value of adoption) as more people adopt. Quirmbach (1986) and Jovanovic and Lach (1989) show that the two forces themselves can lead to a logistic diffusion path. Vettas (1998) allows both learning by adopters (or consumers in his paper) about the technology (or product) and by suppliers (or sellers) of the technology about the capacity of the market. The resulting prices and adoption payoffs can also lead to the logistic path. Adding these factors to our model will strengthen the likelihood of a logistic path, but will not change the role played by strategic learning. In particular, the order of adoption, or the result that low cost agents will adopt first, remains valid. However, the two period representation of the critical type’s decision may break down as future costs and benefits change even without new adopters appearing. The analysis thus will be much more complicated.

In our paper, the agents are heterogeneous only in their costs of adopting the new technology. A more realistic situation would involve agents different in their profit of using the traditional as well as the new technologies. To the extent that the adoption decision is irreversible, we can let the sunk cost $\theta c$ to include the profit of using the traditional technology: abandoning this technology means that its profit is lost forever. Those who are better at using the traditional technology thus face higher adoption costs. This is consistent with the assumptions of the leap-frogging literature (Karp and Lee (forthcoming)). Our model remains the same, except that the classification of agent types is richer.

However, including heterogeneity in using the new technology will greatly complicate our game. Suppose the profit is $\gamma e$, where $\gamma$ is an agent’s type (private information). Every time a new profit signal is released, the remaining agents will have to update their beliefs about both $e$ and $\gamma$. Further, the signals of earlier adopters will have to be re-assessed, given the better information about $\gamma$. That is, whenever a new signal is generated, the remaining agents have to use the entire ordered collection of existing signals to update their information about $e$ and $\gamma$. The learning process becomes nearly impossible to analyze. However, the nature of learning remains the same, and given the same beliefs
about $\gamma$ and $e$, low cost agents will adopt first. The two-period simplification of the critical type’s decision remains valid. Given that some ambiguities arise even in the relatively simple learning process of our model, the more complicated learning can only lead to more ambiguities, without adding much substance to our paper.

In our model, the only way of obtaining information is waiting, and the only cost of doing so is due to discounting. Many times agents actively search for information by experimentation or partially adopting a new technology (e.g., adopting a new seed on a small parcel of one’s field). Adding these factors is likely to reduce the incentive of the agents to wait for others’ information, and strategic delay is likely to decrease. But unless partial adoption or experimentation is inexpensive and releases close to full information about the new technology, the incentive to delay is unlikely to disappear, and the gist of our results still holds.

7 Conclusion

In this paper, we study the overall effects of communication and learning when agents strategically delay adoption. We find that learning and strategic delay can cause the diffusion path to be logistic. More efficient communication about the technology slows down the early adoption process, even though it may speed up diffusion in later periods. On the other hand, stronger beliefs about each other’s types tend to speed up early adoption and slow down the diffusion later on. On average, they do not alter the long-run adoption rate. We also find that stronger priors about the technology, even if biased downward, can speed up adoption without much reduction of the long-run adoption rate, especially when there are a large number of low cost agents.

The root of strategic delay is that the information services of adopters are external to their payoffs. A natural way of intervention is to reward early adopters by the values of their services. However, figuring out these values is more complicated than the case without the strategic behavior, as traditionally has been done. A direct benefit of early adopters’ information is that the information raises the payoffs of later adopters by enabling them to make better informed decisions.

---

\(^9\) An example of the traditional approach is Shampine (1998).
In addition, the information also reduces the degree of strategic delay of later adopters: armed with better information provided by the early adopters, they are less willing to (strategically) wait for more information. Specifically, at the continuation game \((I_t, \tilde{\eta}_t)\), the external value of a certain signal in \(I_t\), say \(p_1\), is

\[
\sum_{n \in \mathcal{N}_t} \left[ \max \{ \pi(I_t, \theta_n), v(I_t, \tilde{\eta}_t, \eta^*(I_t, \tilde{\eta}_t), \theta_n) \} - \max \{ \pi(I_t \setminus p_1, \theta_n), v(I_t \setminus p_1, \tilde{\eta}_t, \eta^*(I_t \setminus p_1, \tilde{\eta}_t), \theta_n) \} \right],
\]

where \(\mathcal{N}_t\) denotes the set of remaining agents. \textit{Ex ante}, before \(p_1\) is realized, the external value of agent 1 adopting in period \(t - 1\) is the expectation of (9) over \(p_1\).

**Proofs**

**Proof of Proposition 1.** Let \(\Gamma(I_t)\) be the continuation games following history \(I_t\), and let \(\mathcal{I}_{t+1}(I_t) \subseteq \Gamma(I_t)\) be the set of histories in period \(t + 1\) following \(I_t\). Let \(\mathcal{I}^1_{t+1}(I_t) \subseteq \mathcal{I}_{t+1}(I_t)\) be the subset of histories at which agent \(n\) adopts with strictly positive probability (i.e., \(s(I, \theta_n) > 0\) for \(I \in \mathcal{I}^1_{t+1}(I_t)\)), and \(\mathcal{I}^0_{t+1}(I_t)\) as that on which agent \(n\) does not adopt. Then we know

\[
v(I_t, g_{-n}(I_t), s_{-n}, \theta_n) = \beta E_{I_{t+1} \in \mathcal{I}^1_{t+1}(I_t)} (\pi(P(I_{t+1}), \theta_n) + \beta E_{I_{t+1} \in \mathcal{I}^0_{t+1}(I_t)} v(I_{t+1}, g_{-n}(I_{t+1}), s_{-n}, \theta_n),
\]

where \(E_{I_{t+1} \in \mathcal{I}^k_{t+1}(I_t)}, k = 0, 1\), are the expectations over the sets \(\mathcal{I}^k_{t+1}(I_t)\) given \(s_{-n}(I_t)\) and \(g_{-n}(I_t)\), and \(g_{-n}(I_{t+1})\) is updated according to the Bayes rule. Functions \(\pi(\cdot)\) and \(v(\cdot)\) are the expected payoffs conditional on the histories in \(\mathcal{I}^1_{t+1}\) or \(\mathcal{I}^0_{t+1}\) being realized. Note that when agent \(n\) plays mixed strategies at history \(I_{t+1} \in \mathcal{I}^1_{t+1}\), the expected payoffs of adopting and waiting are the same, and are represented by \(\pi(P(I^1_{t+1}), \theta_n)\).

Similarly, \(\pi(\cdot)\) can be rewritten as

\[
\pi(P(I_t), \theta_n) = E_{I_{t+1} \in \mathcal{I}^1_{t+1}(I_t)} (\pi(P(I_{t+1}), \theta_n) + E_{I_{t+1} \in \mathcal{I}^0_{t+1}(I_t)} \pi(P(I_{t+1}), \theta_n),
\]

because \(I_t = \mathcal{I}^1_{t+1}(I_t) \cup \mathcal{I}^0_{t+1}(I_t)\) and the two subsets are disjoint. Then we know

\[
\pi(P(I_t), \theta_n) - v(I_t, g_{-n}(I_t), s_{-n}, \theta_n) = (1 - \beta) E_{I_{t+1} \in \mathcal{I}^1_{t+1}(I_t)} \pi(P(I_{t+1}), \theta_n)

+ E_{I_{t+1} \in \mathcal{I}^0_{t+1}(I_t)} [\pi_n(P(I_{t+1})) - \beta v(I_{t+1}, g_{-n}(I_{t+1}), s_{-n}, \theta_n)] .
\]
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We can employ similar procedures to expand the last term on the right hand side of (12). Eventually, we obtain

$$\pi(P(I_t), \theta_n) - v_n(I_t, g_{-n}(I_t), s_{-n}, \theta_n) = (1 - \beta) E_{T_{t+1}(I_t)}^T \pi(P(I_{t+1}), \theta_n)$$

$$+ E_{T_{t+2}(I_t)}^T \left\{ (1 - \beta^2) E_{T_{t+3}(I_{t+1})} \pi(P(I_{t+2}), \theta_n) + E_{T_{t+3}(I_{t+2})} \pi(P(I_{t+3}), \theta_n) + \cdots \right\}$$

(13)

where $T$ denotes the ending period, which may be infinity. Note that in this “last” period, the payoff of not adopting is zero. Thus only $\pi(P(I_T^0), \theta_n)$ appears in the last part of (13).

From (13), we see that the benefit of not adopting in period $t$ arises from the potential existence of histories in $T_T^0(I_{T-1})$. Facing this information set, by definition the agent would like to wait (i.e., waiting is his dominant strategy), which means that he will never adopt. That is, $\pi(P(I_T^0), \theta_n) < 0$ for $I_T \in T_T^0$. Note that if $T_T^0 = \emptyset$, there is no gain of waiting and agent $n$ simply adopts at $I_t$.

Now we study what happens if $\theta_n$ increases. From Bayesian updating, we know that updating about other agents’ types, $g_{-n}(I_{\tau})$, is not affected by the change in $\theta_n$ at any history $I_{\tau}$. If the probabilities of reaching each history is fixed, i.e., if $T_T^k(\cdot)$ is fixed for $\tau = t + 1, \ldots, T$ and $k = 0, 1$, from the expression of $\pi(\cdot)$ in (1), we know the expected profit $\pi(P(I_{\tau}), \theta_n)$ decreases linearly. That is, the right hand side of (13) would decrease and is linear in $\theta_n$. However, as the expected profit of adoption decreases, since the density functions of $e$ and $\varepsilon$ are continuous and bounded away from zero, the set $T_T^0(I_{T-1})$ becomes (weakly) larger for any $I_{T-1}$, and the expected value $E_{T_T^0(I_{T-1})} \pi(P(I_T), \theta_n)$ decreases even if $\pi(P(I_T), \theta_n)$ remains unchanged. That is, $E_{T_T^0(I_{T-1})} \pi(P(I_T), \theta_n)$ is decreasing in $\theta_n$. Consequently, all no-adoption sets $T_T^0(\cdot)$ become larger. Further, this effect would again decrease the right hand side of (13). That is, $\pi(I_t, \theta_n) - v_n(I_t, g_{-n}(I_t), s_{-n}, \theta_n)$ decreases in $\theta_n$.

**Proof of Lemma 1.** There will be more sample points (or profit signals) under scenario two. Further, any signals released under scenario one will also be released under scenario two. Thus the profit signals under scenario two are statistically sufficient for those under one (in inferring
information about \( e \). Since information updating is conducted in the Bayesian framework, we know the signals under scenario two are more informative than those under one in the sense of Blackwell (1951, 1953). The Lemma then follows from Kihlstrom (1984).

**Proof of Proposition 2.** If all other agents follow the strategy represented by \( \eta^* \), that is, if at any history \( I \) they adopt when their types are below \( \eta^*(I) \) and wait when their types are above \( \eta^*(I) \), then (4) implies that at \( I \), an agent of type \( \eta^*(I) \) is indifferent between waiting and adopting. From Proposition 1, we know this agent will adopt if his type \( \theta \leq \eta^*(I) \), and will wait if his type \( \theta > \eta^*(I) \). That is, the optimal response of this agent is to adopt the same strategy represented by \( \eta^* \). Thus the profile \( \eta^* \) represents the PS-PBE.

**Proof of Proposition 3.** Suppose the agent of type \( \eta_t^* \), say agent \( n \), waits in period \( t \). Since from Proposition 2, \( \eta_t^* \) is the equilibrium critical type at history \( I_t \), the common belief about the types of all remaining agents in period \( t + 1 \), generated by \( \eta_t^* \), is \( \hat{\eta}(I_{t+1}) = \eta_t^* > \hat{\eta} \) for all \( I_{t+1} \in \mathcal{I}_{t+1}(I_t) \).

Suppose along the equilibrium path, agent \( n \) waits at a certain history in period \( t + 1 \), say \( I_{t+1} \). From Proposition 2, the equilibrium strategy at \( I_{t+1} \) must satisfy \( \eta_t^* \equiv \eta_t^*(I_{t+1}) \leq \theta_n = \eta_t^* \). For all other agents, the belief is that their types \( \theta > \hat{\eta}_{t+1} = \eta_t^* \geq \eta_{t+1}^* \). That is, nobody is believed to adopt at \( I_{t+1} \). Then information about \( e \) in period \( t + 2 \) following \( I_{t+1} \) is the same as at \( I_{t+1} \): \( P(I_{t+2}) = P(I_{t+1}) \) for all \( I_{t+2} \in \mathcal{I}_{t+2}(I_{t+1}) \). Further, since \( \eta_t^* < \hat{\eta}_{t+1} \), every agent knows that nobody should adopt, and the beliefs about agent types is also unchanged: \( \hat{\eta}(I_{t+2}) = \hat{\eta}_{t+1} \). Thus nobody adopts in period \( t + 2 \) following \( I_{t+1} \). Continuing this argument, we know the game ends at history \( I_{t+1} \) with none of the remaining agents adopting. That is, if agent \( n \) does not adopt at \( I_{t+1} \), he will never adopt.

**Proof of Proposition 4.** We show the existence and uniqueness by demonstrating that \( w(I_t, \hat{\eta}, \eta) \) is (i) continuous in \( \eta \), (ii) decreasing in \( \eta \), (iii) \( w(I_t, \hat{\eta}, \eta) > 0 \), and (iv) \( w(I_t, \hat{\eta}, \eta) < 0 \).

Consider the decision of an agent, say \( n \), of type \( \eta \) when all other agents adopt the strategy represented by the critical type \( \eta \) at \( I_t \). If \( \eta \leq \hat{\eta} \), other remaining agents are not expected to adopt since their types are believed to be higher than \( \hat{\eta} \), and \( \hat{\eta} \geq \eta \), their critical type. Then if \( n \) does
Then
\[ w(I_t, \tilde{\eta}_t, \eta) = \pi(P(I_t), \eta) - v(I_t, \tilde{\eta}_t, \eta, \eta) = \min\{(1 - \beta)\pi(P(I_t), \eta), \pi(P(I_t), \eta)\}. \]  
\[ \text{(14)} \]

From (1), we know \( w(I_t, \tilde{\eta}_t, \eta) \) is continuous and decreasing in \( \eta \) for \( \eta < \tilde{\eta}_t \).

If \( \eta > \tilde{\eta}_t \), strategy \( \eta \) generates the starting belief in the next period as \( \hat{\eta}_{t+1} = \eta \). Let \( L_t \leq N - \dim(P(I_t)) - 1 \) be the number of new adopters at \( I_t \) other than agent \( n \). We know \( L_t \) is a random variable whose distribution depends on \( \eta \) and \( \tilde{\eta}_t \) (since the types of all remaining agents are believed to be above \( \tilde{\eta}_t \)). In particular, the probability of each agent adopting is \( \text{Prob}(\hat{\eta}_t < \theta \leq \eta) = G_0(\eta) - G_0(\tilde{\eta}_t) = G_t(\eta) \) (cf. (3)). Then \( L_t \) follows Binomial distribution with \( G_t(\eta) \) and \( N - 1 - \dim(P(I_t)) \).

For each value of \( L_t \), profit signals in the next period \( P(I_{t+1}) \) contains \( P(I_t) \) as well as the new profit signals generated by the \( L_t \) new adopters. Thus, from (5), we know
\[ v(I_t, \tilde{\eta}_t, \eta, \eta) = \beta E_{L_t, \tilde{\eta}_t, \eta} E_{I_{t+1} | I_t, L_t} \pi(P(I_{t+1}), \eta) 1(\pi(P(I_{t+1}), \eta) \geq 0). \]  
\[ \text{(15)} \]

Assumption 2 then indicates that \( v(\cdot) \) is continuous in \( \eta \).

Similar to (11) and (12), we can decompose \( \pi(P(I_t), \eta) \) according to \( L_t \) and \( I_{t+1} \). Then we know
\[ w(I_t, \tilde{\eta}_t, \eta) = \pi(P(I_t), \eta) - v(I_t, \tilde{\eta}_t, \eta, \eta) \]
\[ = E_{L_t, \tilde{\eta}_t, \eta} E_{I_{t+1} | I_t, L_t} (1 - \beta)\pi(P(I_{t+1}), \eta) 1(\pi(P(I_{t+1}), \eta) \geq 0) \]
\[ + E_{L_t, \tilde{\eta}_t, \eta} E_{I_{t+1} | I_t, L_t} \pi(P(I_{t+1}), \eta) 1(\pi(P(I_{t+1}), \eta) < 0). \]  
\[ \text{(16)} \]

We follow two steps to show \( w(\cdot) \) decreases in \( \eta \). In step one, we study \( \pi(P(I_t), \theta) - u(I_t, \tilde{\eta}_t, \eta, \theta) \), where
\[ u(I_t, \tilde{\eta}_t, \eta, \theta) = \beta E_{L_t, \tilde{\eta}_t, \eta} E_{I_{t+1} | I_t, L_t} \pi(P(I_{t+1}), \theta) 1(\pi(P(I_{t+1}), \theta) \geq 0). \]  
\[ \text{(17)} \]

Note that \( u(\cdot) \) in (17) is not the value of waiting of type \( \theta \) when others adopt \( \eta \) (this value is given by \( v(I_t, \tilde{\eta}_t, \eta, \theta) \)), since a type \( \theta \neq \eta \) does not follow a two period decision. Rather, it measures the value of type \( \theta \) if he decides to follow the two step decision. We use (17) only as a way of decomposing the effects of higher \( \eta \) in (16) into two parts: In one, captured by (17), the type of the critical type agent is higher. In the other, critical type strategies of other agents are higher.
Using (17), we know

\[
\pi(P(I_t), \theta) - u(I_t, \hat{\eta}_t, \eta, \theta) = E_{\tilde{L}_t \mid \hat{\eta}_t, \eta} E_{I_{t+1} \mid I_t, \tilde{L}_t}(1 - \beta)\pi(P(I_{t+1}), \theta)1(\pi(P(I_{t+1}), \theta) \geq 0) \\
+ E_{\tilde{L}_t \mid \hat{\eta}_t, \eta} E_{I_{t+1} \mid I_t, \tilde{L}_t} \pi(P(I_{t+1}), \theta)1(\pi(P(I_{t+1}), \theta) < 0).
\]

(18)

Then it is obvious that \( \pi(P(I_t), \theta) - u(I_t, \hat{\eta}_t, \eta, \theta) \) decreases in \( \theta \).

Thus to show that \( w(I_t, \hat{\eta}_t, \eta) \) is decreasing in \( \eta \), we only need to show that \( u(I_t, \hat{\eta}_t, \eta, \theta) \) is increasing in \( \eta \). Lemma 1 implies that in (17), \( E_{I_{t+1} \mid I_t, \tilde{L}_t} \pi(P(I_{t+1}), \theta)1(\pi(P(I_{t+1}), \theta) \geq 0) \) increases in \( L_t \). As \( \eta \) increases, each agent’s probability of adoption \( G_t(\eta) \) increases, and the probability distribution of \( L_t \) increases in terms of first order stochastic dominance. Thus \( u(I_t, \hat{\eta}_t, \eta, \theta) \) increases.

To show that \( w(I_t, \hat{\eta}_t, \eta) > 0 \), note that \( \pi(P(I_t), \eta) > 0 \), \( \forall I_t \), from (1). Since \( \eta < \hat{\eta}_t \), (14) implies \( w(I_t, \hat{\eta}_t, \eta) > 0 \). Similarly, (1) implies that \( \pi(P(I_{t+1}), \hat{\eta}_t) < 0 \), \( \forall I_t \). Since \( \eta > \hat{\eta}_t \), (16) implies \( w(I_t, \hat{\eta}_t, \eta) < 0 \).

**Proof of Proposition 5.** We first show that \( w(I_t, \hat{\eta}_t, \eta) \) is continuous in \( \hat{\eta}_t, \eta \) and \( P(I_t) \). From the proof of Proposition 4, we know \( w(\cdot) \) is continuous in \( \eta \). Assumption 2 and Bayesian updating imply that at each \( e \), the conditional density \( f(e|P(I)) \) is continuous in \( P(I) \). Thus from (1), the expected payoff \( \pi(\cdot) \) is continuous in \( P(I) \). Then from (15), \( v(\cdot) \) is also continuous in \( P(I_t) \). Therefore, \( w(\cdot) \) is continuous in \( P(I_t) \).

If \( \eta_t^* \leq \hat{\eta}_t \), we know from (14) that \( w(\cdot) \) is independent of, and thus continuous in \( \hat{\eta}_t \). If \( \eta_t^* > \hat{\eta}_t \), Assumption 2 and (15) imply that \( v(\cdot) \) is continuous in \( \hat{\eta}_t \). Since \( \pi(\cdot) \) does not depend on \( \hat{\eta}_t \), we know \( w(\cdot) \) is continuous in \( \hat{\eta}_t \).

From the definition of \( \eta_t^* \) and the fact that \( w(\cdot) \) is decreasing in \( \eta \), we know that \( \eta_t^* \) increases in \( P(I_t) \) and \( \hat{\eta}_t \) if \( w(I_t, \hat{\eta}_t, \eta) \) increases in \( P(I_t) \) and \( \hat{\eta}_t \). We show the latter is true.

From (14), it is obvious that when \( \eta_t^* \leq \hat{\eta}_t \), \( w(\cdot) \) increases in \( P(I_t) \) and is independent of \( \hat{\eta}_t \). When \( \eta_t^* > \hat{\eta}_t \), \( w(\cdot) \) is given by (16). As \( P(I_t) \) increases, \( P(I_{t+1}) \), which contains the signals in \( P(I_t) \), also increases. Thus \( \pi(P(I_{t+1}), \eta) \) increases, and so does \( w(\cdot) \) in (16). Then \( w(\cdot) \) increases in \( P(I_t) \). \( \pi(P(I_t), \eta) \) is independent of \( \hat{\eta}_t \). As \( \hat{\eta}_t \) increases, each agent’s probability of adoption \( G_t(\eta) = G_0(\eta) - G_0(\hat{\eta}_t) \), decreases, or the distribution of \( L_t \) decreases in the sense of first order stochastic dominance. Thus \( v(\cdot) \) decreases in (15), or \( w(\cdot) \) increases.
The continuity of $\eta_t^*$ in $P(I_t)$ and $\hat{\eta}_t$ follows from the fact that $w(\cdot)$ is continuous and monotone in $P(I_t)$, $\hat{\eta}_t$ and $\eta$.

Proof of Proposition 6. Consider a non-terminal history $I_t$ with $0 < N_t < N$ remaining agents sharing a belief of $\hat{\eta}_t$ and adopting the equilibrium strategy given by $\eta_t^* > \hat{\eta}_t$. As shown in the proof of Proposition 4, the number of new adopters at $I_t$, $L_t$, follows Binomial distribution with $G_t(\eta_t^*) = (G_0(\eta_t^*) - G_0(\hat{\eta}_t))/(1 - G_0(\hat{\eta}_t))$ and $N_t$. Thus, the probability that nobody adopts at $I_t$ is $[1 - G_t(\eta_t^*)]^{N_t}$, which is strictly positive if $\eta_t^* < 1$. But since $I_t$ is non-terminal, it must be that the equilibrium strategy $\eta_t^*$ is strictly less than one. (Otherwise, every remaining agent will adopt and the game ends at $I_t$.)

Proof of Proposition 7. Given the agent types, a diffusion path is completely determined by the realizations of the profit signals of the adopters, or by the realizations of $\epsilon = \{\epsilon_n, n = 1, \ldots, N\}$. To prove the Proposition, we only need to show that the realizations of $\epsilon$ such that the resulting diffusion path lasts infinite periods occur with probability zero. A necessary condition for an infinite long diffusion path is that $\eta_t^* - \hat{\eta}_t \rightarrow 0$ as $t \rightarrow \infty$, because otherwise $\eta_t^*$ reaches 1, the highest type, in finite periods. (That is, the game ends in finite periods.)

Step 1: Evaluate $w(I_t, \eta_t^*, \eta^*) = \pi(P(I_t), \eta_t^*) - v(I_t, \eta_t^*, \eta_t^*, \eta^*)$, which is the relative payoff of adopting now (compared with waiting) at history $I_t$ for agent of type $\eta_t^*$, when the belief is $\theta > \eta_t^*$ and other remaining agents adopt strategy $\eta_t^*$. If this agent waits, nobody adopts at $I_t$ since all other remaining agents’ types are above $\eta_t^*$, which is also their strategy. Then in period $t + 1$, there will be the same group of agents, with the same beliefs about the types and the technology. As a result, type $\eta_t^*$ will either adopt in period $t + 1$ or never adopt, implying that

$$v(I_t, \eta_t^*, \eta_t^*, \eta^*) = \beta \max\{\pi(P(I_t), \eta_t^*), 0\}.$$  

However, from the definition of $\eta_t^*$, $w(I_t, \hat{\eta}_t, \eta_t^*) = 0$, and the definition of $w(\cdot)$ in (4), we know $\pi(P(I_t), \eta_t^*) = v(I_t, \hat{\eta}_t, \eta_t^*, \eta_t^*) > 0$, where the inequality is strict because $\eta_t^* > \hat{\eta}_t$ before the game ends. Thus,

$$v(I_t, \eta_t^*, \eta_t^*, \eta_t^*) = \beta \pi(P(I_t), \eta_t^*),$$  

(19)
Applying Taylor expansion to \( w(I_t, \eta_t^*, \eta^*) \) around \( \eta_t^* \), we know
\[
0 = w(I_t, \hat{\eta}_t, \eta_t^*) = w(I_t, \eta_t^*, \eta_t^*) + w_2-(I_t, \eta_t^*, \eta_t^*)(\hat{\eta}_t - \eta_t^*),
\] (21)
where \( w_2-(\cdot) \) is the left derivative with respect to the second argument \( \hat{\eta}_t \). Substituting in (20), we obtain
\[
\eta_t^* - \hat{\eta}_t = \frac{(1 - \beta)\pi(P(I_t), \eta_t^*)}{w_2-(I_t, \eta_t^*, \eta_t^*)}.
\] (22)

Step 2: Applying Taylor expansion to \( w(I_t, \eta_t^*, \eta^*) \) around \( \eta_t^* \), we know
\[
w(I_t, \eta_t^*, \eta^*) = (1 - \beta)\pi(P(I_t), \eta_t^*).
\] (20)

Step 3: Evaluate \( w_2-(I_t, \eta_t^*, \eta_t^*) = -v_2-(I_t, \eta_t^*, \eta_t^*, \eta_t^*) \), to show that it is bounded above. We first evaluate \( v(I_t, \eta_t^* - \delta, \eta_t^*, \eta_t^*) \), where \( \delta > 0 \) is a small positive number so that \( \eta_t^* - \delta > \hat{\eta}_t \). Then \( v(I_t, \eta_t^* - \delta, \eta_t^*, \eta_t^*) \) measures the payoff from waiting of type \( \eta_t^* \), when the belief is \( \theta > \eta_t^* - \delta \). If this type waits, then in period \( t + 1 \), he will either adopt or he will never adopt: in period \( t + 1 \), the belief about the remaining agents in that period is \( \theta > \eta_t^*(I_t, \eta_t^* - \delta) > \eta_t^* \) since \( \eta_t^* - \delta > \hat{\eta}_t \) and \( \eta_t^*(\cdot) \) is increasing in \( \hat{\eta} \) (cf. Proposition 5). Thus if type \( \eta_t^* \) will not adopt, no other agents will adopt and the game ends. Therefore,
\[
v(I_t, \eta_t^* - \delta, \eta_t^*, \eta_t^*) = \beta \max\{\pi(I_t+1(\delta), \eta_t^*), 0\},
\]
where \( I_t+1(\delta) \) is the history containing the new signals released by the new adopters in period \( t \), and
\[
w_2-(I_t, \eta_t^*, \eta_t^*) = -v_2-(I_t, \eta_t^*, \eta_t^*, \eta_t^*) = \beta \lim_{\delta \to 0} \max_{\delta > 0} \frac{\pi(I_t+1(\delta), \eta_t^*), 0\} - \pi(I_t, \eta_t^*)}{\delta}
\] (23)
\[
= -\beta \lim_{\delta \to 0} \frac{\pi(I_t+1(\delta), \eta_t^*)}{\delta},
\]
where \( I_t+1(\delta) \) (or \( I_t+1(\delta) \)) are the histories at which the expected profit of adoption \( \pi(\cdot, \eta_t^*) < 0 \) (or \( > 0 \)). We used (19) in deriving the second equality, and the fact that \( \pi(I_t, \eta_t^*) = \pi(I_t+1(\delta), \eta_t^*) + \pi(I_t+1(\delta), \eta_t^*) \) in deriving the last equality. Thus, \( -v_2- \) measures the rate at which the gain from waiting decreases as the belief \( \eta_t^* - \delta \) decreases.

Now we evaluate the last limit in (23). The number of new adopters at \( I_t \) with belief \( \eta_t^* - \delta \) and strategy \( \eta_t^* \) is binomially distributed with probability \( \zeta(\delta) = (G_0(\eta_t^*) - G_0(\eta_t^* - \delta))/(1 - G_0(\eta_t^* - \delta)) \)

\( ^{10}\) We can show that \( w(I_t, \eta_t^*) \) is continuous but not differentiable at \( \eta_t^* \). The left derivative is needed since \( \hat{\eta}_t < \eta_t^* \).
and \( N_t \). Let \( I_{n|t+1}(\delta) \) be the histories following \( I_t \) when there are \( n \) adopters at \( I_t \). Then

\[
- \lim_{\delta \to 0} \frac{\pi(P(I_{t+1}(\delta), \eta^t))}{\delta} = - \lim_{\delta \to 0} \frac{\sum_{n=1}^{N_t} C_n^N \zeta(\delta)^n(1 - \zeta(\delta))^{N_t-n}\pi(P(I_{n|t+1}(\delta), \eta^t))}{\delta}
\]

\[
= -N_t\pi(P(I_{1|t+1}(\delta), \eta^t))\zeta'(0)
= -N_t\pi(P(I_{1|t+1}(\delta), \eta^t)) \cdot \frac{g_0(\eta^t)}{1 - G_0(\eta^t)}.
\]

(24)

The first equality follows from the rule of conditional distributions, and the second equality is obtained after applying the Labita Law (???) (since \( \zeta(0) = 0 \)). The probabilities of more than one remaining agent adopting are of order \( o(\delta) \), while the probability of one adopting is of order \( O(\delta) \).

The last line in (24) is bounded above, since \( g_0(\cdot) \) is bounded above, \( \pi(P(I_{1|t+1}(\delta), \eta^t)) \) is finite, and \( N_t \) is finite. Thus, from (23), \( w_{2-}(\cdot) \) is bounded above.

**Proof of Proposition 8.** Consider a history \( I_t \in \mathcal{I} \) with belief \( \hat{\eta}_t \) and \( N_t > 0 \) number of remaining agents. Let the equilibrium strategy at \( I_t \) be \( \eta^t \). We show that the game does not end at \( I_t \) if \( \eta^t > \hat{\eta}_t \), and ends if \( \eta^t \leq \hat{\eta}_t \).

If \( \eta^t > \hat{\eta}_t \), the continuation game at \( I_{t+1} \) is different from that at \( I_t \), regardless of whether or not there are new adopters in period \( t \). The reason is that the new belief at \( I_{t+1} \) is \( \hat{\eta}_{t+1} = \eta^t > \hat{\eta}_t \). Of course, information about \( e \) can also be different if there are new adopters at \( I_t \). Thus the game does not end at \( I_t \).

If \( \eta^t \leq \hat{\eta}_t \), in equilibrium there will be no new adopters at \( I_t \) since the remaining agents are of types \( \theta > \hat{\eta}_t \). Further, belief in period \( t + 1 \) is \( \theta \geq \hat{\eta}_{t+1} = \max\{\hat{\eta}_t, \eta^t\} = \hat{\eta}_t \). Thus, at any continuation game in period \( t + 1 \), the belief and information about \( e \) are the same as that at \( I_t \), with nobody adopting. This is also true in subsequent periods, so that the game ends at \( I_t \). \( \blacksquare \)

**Proof of Proposition 9.** Note that \( \pi(P(I^i), \eta^{i*}) > 0, i = 1, 2 \). Otherwise, the agent of type \( \eta^{i*} \) will always want to wait, instead of being indifferent between waiting and adopting. Since \( \pi(\cdot) \)
is continuous in \( \eta \), we know \( \eta^1 \in \) interior of the set \( \{ \eta \in [\hat{\eta}, \bar{\eta}] : \pi(P(I^1), \eta) = \pi(P(I^2), \eta) \geq 0 \} \), \( i = 1, 2 \). We next show that when \( \pi(P(I^i), \eta) > 0 \), \( w(I^i, \hat{\eta}, \eta) \) is higher with \( i = 2 \) than with \( i = 1 \).

The Proposition then follows since \( w(\cdot) \) is decreasing in \( \eta \).

Similar to (15), we can write the expected payoff of delay as

\[
v(I^i, \hat{\eta}, \eta, \eta) = \beta E_{L|\hat{\eta}, \eta} \left[ E_{I^i|I^i, L} \pi(P(I^i_1), \eta) 1(\pi(P(I^i_1), \eta) \geq 0) \right],
\]

(25)

where \( I^i_1 \) denotes histories in the next period. As \( \text{dim}(P(I)) \) increases, the prior information about \( e \) in this period is stronger. Then there will be smaller changes in the distribution of \( e \) brought forth by the \( L \) new signals. Since \( \pi(I^i, \eta) \geq 0 \), the possibility of “savings” by avoiding unprofitable adoption, namely the probability of \( \pi(P(I^i_1), \eta) < 0 \), decreases as \( \text{dim}(P(I)) \) increases. That is,

\[
\pi(P(I^i), \eta) - \beta E_{I^i|I^i, L} \pi(P(I^i_1), \eta) 1(\pi(P(I^i_1), \eta) \geq 0)
\]

\[
= E_{I^i|I^i, L} \left((1 - \beta) \pi(P(I^i_1), \eta) 1(\pi(P(I^i_1), \eta) \geq 0) + \pi(P(I^i_1), \eta) 1(\pi(P(I^i_1), \eta) < 0)\right)
\]

increases as \( i \) goes from 1 to 2. Since \( \pi(P(I^i), \eta) \) is the same for \( i = 1 \) and \( i = 2 \), we know \( E_{I^i|I^i, L} \pi(P(I^i_1), \eta) 1(\pi(P(I^i_1), \eta) \geq 0) \) must decrease.

Of course, the term in the square bracket of (25) is still increasing in \( L \). Since \( N - 1 - \text{dim}(P(I^2)) < N - 1 - \text{dim}(P(I^1)) \), the Binomial distribution of \( L \) under \( I^2 \) is to the left of that under \( I^1 \). Thus even if the value in the square bracket is the same under \( I^1 \) and \( I^2 \), \( w(\cdot) \) is still lower under \( I^2 \).

Since \( \pi(P(I^i), \eta) \) is the same for \( i = 1 \) and \( i = 2 \), we know \( w(I^2, \hat{\eta}, \eta) > w(I^1, \hat{\eta}, \eta) \), or \( \eta^{*2} > \eta^{*1} \).

**Proof of Proposition 10.** Similar to (17), we use the following expression:

\[
u(I, \hat{\eta}, \eta, \theta) = \beta E_{L|\hat{\eta}, \eta} E_{I^1|I^1, L} \pi(P(I^1), \theta) 1(\pi(P(I^1), \theta) \geq 0),
\]

(26)

where \( I^1 \) denotes the new information sets in the next period. Suppose \( G_t(\eta^{2*}; \hat{\eta}^2) \geq G_t(\eta^{1*}; \hat{\eta}^1) \).

Since \( G_t(\cdot; \hat{\eta}) \) is increasing, there exists \( \xi > 0 \) such that \( G_t(\hat{\eta}^2 + \xi; \hat{\eta}^2) = G_t(\eta^{1*}; \hat{\eta}^1) \) and \( \eta^{2*} \geq \hat{\eta}^2 + \xi \).
Then
\[
w(I, \hat{\eta}^1, \eta^1) = \pi(I, \eta^1) - v(I, \hat{\eta}^1, \eta^1, \eta^1^*) \\
= \pi(I, \eta^1) - u(I, \hat{\eta}^1, \eta^1^* + \xi, \eta^1^*) \\
> \pi(I, \eta^2^*) - u(I, \hat{\eta}^2, \eta^2^2 + \xi, \eta^2^*) \\
\geq \pi(I, \eta^2^*) - v(I, \hat{\eta}^2, \eta^2^*, \eta^1^*) \\
= w(I, \hat{\eta}^2, \eta^2^*).
\]
(27)

The second equality is because the distribution of \(L\), the number of new adopters, is preserved by changing \(\hat{\eta}^1\) and \(\eta^1^*\) to \(\hat{\eta}^2\) and \(\eta^2 + \xi\). We change \(v(\cdot)\) to \(u(\cdot)\) to reflect the fact that \(\eta^1^*\) is not the critical type anymore in the second line. The strict inequality arises since \(\pi(P(I), \theta) - u(I, \hat{\eta}, \eta, \theta)\) decreases in \(\theta\) (see (18) in the proof of Proposition 4), and \(\eta^1^*\) is replaced by \(\eta^2^* > \eta^1^*\). The weak inequality follows since \(\eta^2^* \geq \eta^2 + \xi\), or the distribution of \(L\) shifts to the right under \(\eta^2^*\), which implies that \(v(\cdot)\) is higher under \(\eta^2^*\). Note that we change \(u(\cdot)\) back to \(v(\cdot)\) since \(\eta^2^*\) is now the critical type as \(\hat{\eta}^2 + \xi\) changes to \(\eta^2^*\).

But (27) contradicts the fact that \(w(I, \hat{\eta}^1, \eta^1^*) = w(I, \hat{\eta}^2, \eta^2^*) = 0\), proving the Proposition. ■
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