The Theory of Pollution Policy

Economic agents that emit effluents harmful to others typically do not bear the full cost of their behavior, because these effluents are seldom traded in markets and are usually unpriced.  The final allocation in economies with unpriced effluent is therefore not a Pareto optimum.  Pollution control policies seek to increase efficiency by decreasing effluent compared to this suboptimal private outcome.  The theory of pollution control would be very short if assigning the correct effluent price to every polluter in every place were feasible and if policy were indifferent to distributional considerations.  The complications associated with achieving efficient pollution levels have led to a wide-ranging literature, which this chapter summarizes and reviews.  
The chapter begins with a simple model of environmental externalities, to identify the issues whose elaboration will be the subject of the chapter (section 1).  A pollution tax is introduced as the basic form of regulatory intervention.  The next two sections discuss effluent generation (section 2) and fundamental reasons for the lack of markets in effluent (externalities and public goods; section 3).  They are followed by a discussion of complications associated with different formulations of environmental damages (section 4).  The objectives, both in theory and in practice, of environmental policy are then reviewed (section 5).  Although maximizing social welfare is the usual economic objective, other objectives often are more practical or more common in a policy setting; in addition, complications associated with nonconvexities have important implications for the identification of optimal solutions.  Different environmental policy instruments are then compared in a variety of settings (section 6).  Various forms of imperfect information that can influence the design of these instruments are discussed in the next section (section 7).  Finally, the chapter examines some non-regulatory approaches to environmental protection (section 8).

1
A simple model with a Pigouvian tax
When markets are well functioning for all goods and services, the resultant competitive equilibrium is Pareto optimal.  When externalities exist, typically due to ill-defined property rights (see the chapter by David Starrett in this Handbook), firms commonly emit harmful effluents without making payments for the assimilation services provided by the environment and, implicitly, by those who benefit from a clean environment.  The fundamental question for environmental policy is how to get polluters to face the costs of emitting of harmful effluents.  This question is equivalent to identifying ways to correct for the lack of a working market in assimilation services.


In the simplest model of effluent control, there is a single firm that makes a good, q, and in doing so emits a noxious effluent, a.  The effluent causes losses in the amount of D(a) to the single consumer in the model, while consumption of the good benefits the consumer by the amount U(q).  For simplicity, U is total willingness to pay and D is measured in commensurate units of currency.  The firm’s cost function for producing q is C(q,a).  Typically, with subscripts referring to partial derivatives, utility from consuming q increases at a diminishing rate (Uq > 0, Uqq ( 0); damages from a increase at a rising rate (Da > 0, Daa ( 0); marginal production costs are increasing in q (Cq > 0, Cqq ( 0 ); at least over a range, production costs increase as effluent decreases (Ca < 0); and the marginal costs of production either increase or are unaffected by decreases in effluent (Caq ( 0).  The change in cost incident upon decreased effluent, –Ca, is the marginal abatement cost.
In this model, the maximal net surplus—which we hereby define as the maximum of social welfare and refer to as the social optimum—is found by choosing a and q to maximize

U(q) – D(a) – C(q,a).

Assuming interior solutions, the resulting first-order conditions are

Uq = Cq 
(Ca = Da .
The first condition is that the marginal benefit from consuming one more unit of the good q should equal its marginal cost of production.  Because, in decentralized markets, the consumer would consume q until Uq is equal to the price of the good, and the producer would set price equal to marginal cost of production, this condition is equivalent the one that occurs in the decentralized solution. 

The second condition is that the marginal abatement cost should equal the marginal damage.  In other words, as long as the cost reduction for the producer from more effluent exceeds the damage to the consumer, then welfare is improved by  increasing effluent.  Once marginal damage begins to exceed the cost reduction, however, no further effluent should be emitted.  

The solutions identified by these conditions, q* and a*, maximize welfare.  As noted above, the first condition is identical in form to that which would occur in a decentralized system.  The second condition, however, will typically not be achieved in a decentralized system.  In the classic externality problem, the polluter (here, the producer of the good) does not face the costs its effluent imposes on others.  As a result, while the firm sets marginal production cost equal to price (the first condition), instead of the second condition it sets marginal abatement cost equal to zero:
(Ca = 0.

That is, the firm increases its effluent as long as doing so decreases its production costs, and this results in excess effluent.  If the production of q is affected by the amount of effluent (that is, if Cqa ( 0), then the market for q will, under decentralization, also be affected by the externality.  In particular, if Cqa < 0—that is, if marginal costs of producing q decrease as a increases—then excess q will also be produced.  As a result, consumers will receive more q at a lower price.
It is often more convenient for theoretical purposes to condense the model so that the only variable is effluent.  By solving the first first-order condition for output as a function of effluent, q*(a), and substituting this result into the cost function, C(q*(a), a), costs are modeled solely as a function of effluent.  The problem is then to 

Maxa U(q(a)) – D(a) – C(q(a),a).
By the envelope theorem, this gives the same first-order condition for effluent identified above, (Ca = Da.  Substitution of a* into q(a) yields the resulting level of production of q.
Much of the theory of pollution policy is about feasible ways of achieving the socially optimal level of pollution, or of at least reducing the social costs associated with externalities.  Since firms’ unrestricted actions are inefficient, pollution policy often focuses on actions and effects that a regulatory or legal system might produce.  In this simple model, levying a charge per unit of effluent of t = Da(a*) would achieve the social optimum.  This effluent charge is commonly called a Pigouvian tax, or simply a tax, which is the term we will use in this chapter.  Faced with a tax set at t = Da(a*), the firm will now have an incentive to achieve a* in the pollution market.  Achieving a* in the pollution market will lead to an optimal outcome in the output market as well.
There are many other examples of instruments that a regulator could choose, including standards for effluent, effluent trading schemes, mandates for the use of a particular technology, and the imposition of liability for polluting.  
In this simple model, mandating that the firm pollute no more than a* or assigning liability for all damages, D(a), to the firm would also achieve the social optimum.  In a model that reflects more of the complexities of reality, however, these policies can have quite different effects.  These differences  include how cheaply they are able to restrict pollution and who pays the costs of pollution avoidance.  

The next two sections will begin the elaboration of this basic model by focusing on the reasons production processes generate effluent (a) and effluent exceeds the socially optimal level (a > a*).  These reasons are related to the firm’s cost function (C(q, a)).  Subsequent sections will elaborate on the damages associated with pollution (D(a)) and on the objective of pollution regulation (social welfare or otherwise).
2
The effluent-generating process

This section examines effluent generation from two perspectives, physical science and economics.  These two perspectives are intimately related, of course, and that relationship will be identified.
2.1
The physical science of polluting
If people are asked how much pollution should be permitted, the typical impulse is that the amount should be zero.  Pollution damages human health and the health of other species, it disrupts the functioning of ecosystems, and it frequently interferes with our use and enjoyment of a number of goods and services.  So, why do we pollute?  Why isn’t effluent, a, zero? 

One way to answer these questions is that some pollution may be unavoidable.  The first and second laws of thermodynamics are relevant to explaining this phenomenon.  The first law,  conservation of mass and energy, states that mass and energy can be neither created nor destroyed.
  The second law, entropy, argues that matter and energy tend toward a state in which no useful work can be done, because the energy in the system is too diffuse.  Often paraphrased in terms of increasing disorder in a system, the entropy law notes that changes in matter and energy move in only one direction—toward increased entropy—unless a new source of low entropy is used to reverse processes.  For instance, solar energy provides new opportunities for order to increase on the earth; otherwise, order would always decrease, and activity on earth would gradually draw to a halt (Ruth 1999).

Under the first law, if some component of a resource is used, the material that is not used—for example, the sulfur in coal or mine tailings from mineral extraction—must go somewhere; it does not vanish. Under the second law, some of the energy or matter from the production process will be converted to a less ordered form; the final products tend to have higher entropy than the raw materials when all energy and other inputs are considered (Ayres 1999).  Either of these laws thus suggests the production of pollution, the “ultimate physical output of the economic process” (Batie 1989, p. 1093, discussing Daly 1968).  Incorporating the physical limits of these laws—for instance, that the ability to dispose of waste products is limited by the assimilative capacity of the environment—into economic analysis has implications for the optimal levels of all goods and services produced (Ayres and Kneese 1969; Maler 1974). 

In terms of the model, a is positive because physical laws make a = 0 virtually impossible.  Not all byproducts of production activities have positive market value.  Even if they do, the increased entropy associated with collecting those byproducts to bring them to market may make them more costly than the market price will bear.  The result is effluent that, if it causes external damages, is considered pollution.

As the above argument suggests, waste (and pollution, if it results) can be reduced in several ways.  If disposal of the byproducts becomes more costly, or if the market price for the byproducts increases, firms have more incentive to bring the byproducts to market rather than to dispose of them.  Additionally, changes in industrial processes can at times lead to less pollution without increasing costs (except, perhaps, for the fixed costs of identifying and putting into place the new processes).  The use of just-in-time inventory policies is an example of a management change that dramatically cuts waste in the form of unwanted parts.  In recent years, the art of avoiding generation of residuals, known as pollution prevention, has received a great deal of attention as a possible way of achieving environmental gains at no or negative cost (U.S. Environmental Protection Agency).  By producing the same output with less input, by substituting less hazardous substances for more damaging ones, or through increased use of recycling methods, waste can be reduced with possible increases of producer profits.  Of course increased profits do not always result from pollution prevention activities, but a large number of firms have discovered that reconfigurations of their processes do bring them both cost and environmental improvements (U.S. Environmental Protection Agency), though typically with up-front engineering costs.

In sum, pollution can be said to arise from the laws of nature.  Byproducts, either materials or wasted energy, are an inevitable part of a production process due to the conservation of mass and energy and the increasing entropy of systems.  If these byproducts are undesirable, meaning that they have negative net market value, they become waste (effluent); if they contribute to external damages, they are considered to be pollution. 
2.2
The economics of polluting 

The above perspective on pollution emphasizes physical relationships.  As in duality theory in production, which describes how a physical production process can be described in terms of price and cost information, a primarily economic interpretation can be put on the effluent-generation process.  In this interpretation (see, e.g., Baumol and Oates 1988, Chapter 4), an externality is produced when goods are produced.  Production of the externality can be mitigated by expenditures on abatement.  Typically, as abatement levels get very high (i.e., as pollution levels get very low), abatement costs increase, possibly exponentially.  In terms of the model in section 1, C(q,a) becomes very large as a becomes small.   In other words, pollution can be reduced by abatement expenditures that reduce entropy, but these expenditures increase as entropy is reduced.  From an economic perspective, then, there is pollution because it is costly not to pollute.
The following discussion will link physical aspects of pollution more explicitly to the simple economic model presented earlier.  The physical science perspective implies that the activities associated with producing the desired good q also produce effluent a.  Formally, let x be a vector of inputs to the production process.  These inputs include capital, labor, materials, and energy, as well as inputs specific to pollution abatement, such as scrubbers for smokestacks, filters for wastewater, or equipment to recycle materials.  This set of inputs is used to produce the desired good via the production function, q(x).  A byproduct of the use of these inputs is the effluent flow, a(x).  A change in production technology or in the pollution intensity of production would be reflected as a change in the functions q(x) or a(x).

The classic economic assumption is that firms minimize the costs of producing a specified level of output subject to a restriction on the amount of effluent emitted.  The input vector x is purchased at a vector of prices w.  Hence, the firm solves the problem

Min w(x subject to q = q(x) and a ( a(x).  

The solution to this problem is the restricted cost function
 C(q,a,w).  For simplicity, we will suppress input costs when they are not at issue and write C(q,a), as in the simple model presented above.  If there is no restriction on effluent, the Lagrangian multiplier associated with the second constraint will be zero, and the firm will choose its inputs without regard to their effect on pollution.  Suppose, for instance, that x1 and x2 are perfect substitutes in the production process, but x1 costs less and increases pollution more than x2.  Then the solution with unrestricted effluent will involve only x1.  If, on the other hand, pollution is restricted or made costly, such as through the use of a tax, then the firm will readjust its input mix in response to the cost and might either partially reduce its use of x1 or switch entirely to use of x2.
The firm is expected to maximize profits.  If p is the price of q, and if there is no reason for the firm to pay attention to its effluent, then the firm’s profit maximization problem is

Maxq,a  pq ( C(q, a),
with first-order conditions (assuming an internal solution)

p = Cq
(Ca = 0.

As discussed in section 1, this solution does not achieve the social optimum in either the q market or the a market as long as Cqa ( 0.  Because (Ca is positive but decreasing in a, the firm will choose to produce more a than it would if it were forced to pay for the damage it produces: that is, if (Ca = Da > 0 through a tax or other policy method.  If Cqa ( 0—that is, if production of q is less expensive when a is higher—then q is also higher than the social optimum.
  Because price is determined by setting p = U​q, a higher q and the assumption of decreasing marginal utility combine to lead to a lower price for q than the price associated with the social optimum.

As mentioned above, technological change appears in this model through changes in the production function q(x) or the effluent function a(x).  These functions become embedded in the cost function and can be recovered through duality methods.  Typically, technological change leads to lower costs of production of q.  With no incentive to reduce a, the effects of technical change on a can be either positive or negative, but in recent years more research and development effort has been aimed at reducing effluent.  As a result, pollution abatement has often turned out to be less expensive than predicted.  For instance, abatement of sulfur dioxide emissions under the Clean Air Act Amendments of 1990 were originally predicted to cost $250-$350 per ton.  In fact, abatement costs in the late 1990s were closer to $100 per ton, although much of this reduction came from lower costs of low-sulfur coal than expected (Schmalensee et al. 1998).  We refer the reader to the chapter by Adam Jaffe, Richard Newell, and Robert Stavins in this Handbook for a review of theoretical and empirical studies on technological change and the environment.
3
Economic reasons for excess effluent 

Unregulated firms set (Ca = 0 rather than (Ca = Da because their effluent is an externality: it creates an effect external to the firm, and there is no market transaction associated with it.  Looked at this way, the root cause of pollution is the lack of markets in effluent.  There are two good and related reasons for this lack of markets.  The first is the lack of property rights for a clean environment. The second is the public good nature of effluents.  We sketch the main arguments here; the Handbook chapter by David Starrett provides a more detailed exposition.
3.1
Property rights and Coase

Coase (1960) analyzed the cases where assigning property rights was and was not a solution to an effluent problem.  His analysis is notable for calling attention to transaction costs as a reason why property rights might not be sufficient to solve externality problems.

Consider two agents, one who emits effluent and the other  who is damaged by it.  The payoff to the first agent, as a function of its own effluent a, is (1(a), while the payoff to the second agent, who is harmed by the effluent, is (2((a).  The maximum amount of effluent discharged by the first agent is T.   With the assumptions that the marginal payoff to the first agent is decreasing in a and the marginal damage to the second agent is increasing in a, the unique (interior) point at which the sum of the two agents’ payoffs is maximized, a*, is given by ((1/(a = ((2/(a, where the marginal payoff to the first agent no longer exceeds the marginal damages imposed on the second agent.  These marginal payoff curves are shown in Figure 1.





Coase’s theorem, which echoes Edgeworth and Pareto, states that if transactions costs are small enough, then the agents will trade to the efficient solution, a*, regardless what value of a is initially assigned to them.  For concreteness, consider an initial allocation to the left of a* in Figure 1.  A small increase in effluent increases the first agent’s payoff at a rate faster than it decreases the second agent’s payoff.  If the first agent pays the second agent an amount per unit of additional effluent that is between ((1/(a and ((2/(a, then both agents will experience increases in their payoffs.  Further exchanges of effluent for money will continue until the agents reach a*.  A similar argument works for an initial effluent allocation in excess of a*.  If there are income or wealth effects, however, then the solution a* will indeed be affected by the initial allocation of rights.



An obvious condition that must hold for a Coasean solution to be efficient is that there must be no effects on third parties, i.e. any parties that do not negotiate.  That is, there can be no effects external to the negotiators.  Yet, making agreements more inclusive is likely to increase transactions costs.  Large transaction costs, relative to the gains of transacting, are likely when there is a great number of agents, each of whom receives little benefit from the transaction.  For instance, if the rights to clean water for a particular river were equally distributed to all citizens, then a potentially effluent-emitting firm would need to buy miniscule amounts of effluent rights from thousands of people.  The costs of finding the people, contacting them, and getting them to respond would likely dwarf the value to the firm (or to the citizens) of the clean water in question.  
Transactions costs are thus a reason for the lack of effluent markets between consumers and producers.  Similar problems can arise if the number of polluters is large, such as cars producing air pollution or farms contributing runoff that influences a river or estuary.   On the other hand, it is becoming clear that transactions costs do not always preclude the creation of effluent markets between producers (see the Handbook chapter by Robert Stavins on experience with market-based instruments). 
If the transaction costs are larger than the benefits from trading, then the agents will not trade.  Indeed, they should not trade.  Thus, the efficiency of the system may be sensitive to the initial allocation of rights, as Coase discussed.  If, for instance, initial rights are allocated so that the first player gets a*, then the efficient solution will result even if no trades are made.  If, however, the initial allocation is anywhere other than a*, and if transactions costs prevent trading, then the result could be improved by a different initial allocation of rights.

Under many circumstances the initial allocation is an all-or-nothing grant to one agent or the other.  Then, the better allocation is the one that causes the lower deadweight loss, given by the triangles to the right and left of a*.  In Figure 1, deadweight loss is lower if the first agent is given all the rights:  although pollution is higher than optimal, the net gains from the pollution exceed the damages caused.
The initial allocation may come from legal precedent or legislation.  For instance, common law typically permits people a right to be free from a nuisance.  If one party harms another party’s health, then the affected party can seek compensation for the harm through legal action.  Knowing that suit can be brought should therefore induce a polluter either to avoid damage or to negotiate an agreement in advance.  Rights are often not clearly defined, however, and expensive litigation might be required to determine them.
Issues of rights frequently arise in the context of land-use decisions.  Because a landowner does not have complete rights to use private property for any conceivable purpose, the degree of rights can often lead to controversy.  Can a government require access to a public beach through private property?  Can a government limit activities on private land that might affect habitat for an endangered species?  If the rights are not defined, markets cannot be used to achieve a Pareto-improving allocation.  Section 8.2 contains further discussion on rights-based approaches for managing environmental externalities
.  
3.2
Public goods

In many cases, defining the rights for environmental goods is insufficient for efficient markets because disposal of the effluents in public media leads to a public good (or, more to the point, a public bad).  Effluents cause ambient pollution, and this ambient pollution might damage all who come in contact with it.  If a single individual were to purchase from a polluter the rights to emit effluent and retire those rights, then that individual would benefit not only herself but also all other people who would otherwise have come in contact with the resultant pollutant.  The individual would be unable to prevent others from costlessly benefiting from the reduction (from “free riding”).  Since the individual’s willingness –to pay would be determined only by the benefits she receives, not the benefits others receive, the amount she would pay for the rights would be lower than the social benefit (i.e., the willingness to pay summed across all individuals).  
In the limit, with a great many people and each unit of effluent causing only a little bit of damage, each individual would buy no rights to emit effluent.  In other words, even if property rights are well-defined and transactions costs are low, markets will provide insufficient levels of environmental quality, because any individual who buys an effluent right receives only a small fraction of the benefits associated with the transaction but bears all the costs.

Conversely, if individual consumers were initially allocated the rights to emit effluent—that is, if they owned the rights to pollute and could either retire those rights or sell them to polluters—then each consumer would sell all of her rights to potentially emitting firms.  Each individual would reason that the benefits to selling the rights are entirely private and received by her, while the damage of a little more pollution is spread across many parties, with the damage to her being small.  If all consumers behave this way, then the result is an inefficient outcome in which firms end up owning all the rights.  Defining property rights in effluent does not in this case lead to an efficient market in pollution.  Instead, the nonexclusive and nonrival nature of the pollutant leads to excess provision of the public bad.
If the total level of effluent is capped, and if effluent from one polluter has the same effect on damages as effluent from another polluter, then trading between polluters does not have a public goods problem.  Damage done by effluent remains constant, because the effluent quantity remains constant.  When one firm sells a unit of effluent and another firm purchases it, each firm fully bears the consequences of its actions.  There is no reason, therefore, to expect that trading of effluent rights between firms will lead to an inefficient outcome if the effluent cap is set optimally.   The setting of the effluent cap requires a regulatory authority, however, and implicitly it defines a rights allocation between polluters and those who suffer the damage.  


In sum, markets are unlikely to achieve efficient outcomes for environmental goods.  Several factors contribute to explaining this result.  First, rights for these goods are typically not defined or allocated adequately.  Additionally, transactions costs inhibit the efficient functioning of markets.  Finally, the nonrival and nonexclusive nature of many environmental goods creates a divergence between the private and the social effects of a transaction.


While these characteristics describe why markets do not work efficiently, this discussion of market shortcomings has not identified the efficient outcome.  The next section provides further elaboration of the nature of environmental damages, before an examination of how the efficient level of pollution might be identified.

4
The damage function

The key to the existence of market failure for pollution is that pollution imposes damages, or costs, that are not incorporated into decentralized market decisions.  The simple model in section 1 assumed that damages were directly and only caused by the polluter’s effluent. There are several important generalizations to that basic damage function, including multiple individuals damaged by pollution, heterogeneity in effluents and their spatial dispersion, pollution affecting multiple environmental media (air, water, land), and the ability of individuals to undertake defensive activities to avoid damage.
4.1
Multiple individuals damaged by pollution
Environmental damages are best measured at the level of the affected individual.  Individuals have different preferences and susceptibilities toward pollution: for instance, dislike of limited visibility due to smog varies because of people’s attitudes toward scenic views, and effects on health will vary across individuals due to genetics, lifestyle, and other factors.  In a general formulation, each person i gets utility from a vector of market goods, qi, as well as disutility from the pollutant.  The resulting utility function Ui(qi, a) reflects the individual’s preferences over goods and pollution.  The lack of superscript on a reflects the public good nature of pollution, discussed above.  A separate individual damage function Di(a) can be written if a is separable from other goods in an individual’s utility function.  Although this is not necessarily a good assumption—for instance, see the discussion of weak complementarity in the Handbook chapter on nonmarket valuation by Nancy Bockstael and A. Myrick Freeman III—empirical analyses of pollution frequently focus on the effects of pollution without considering spillover effects into other markets.
An aggregate damage function D(a), representing damages to all affected individuals, is typically constructed by summing the effects of pollution across individuals.  This aggregation process suffers from the same difficulties that any aggregation of individual preferences faces, such as whether to weight the preferences of all individuals the same, or whether a gain to one individual offsets a loss to another.  Because all individuals are expected to be harmed, or at least not benefited, by pollution, and because of the public good nature of pollution, aggregating individual damages into one function D(a) is theoretically less controversial than aggregating individuals’ utilities into a social welfare function.  Although the aggregate measure will differ if individuals’ damage functions do not have the same weights, all individuals will benefit from a decrease in a.
4.2
Multiple effluents and ambient quality
A proper model of pollution should have damage dependent upon ambient quality and ambient quality a function of effluent.  The link between damage and ambient quality is discussed below, under the heading “Damage Avoidance.”  The link between effluent and ambient quality is less direct than typically modeled in the literature.  Damage, as written above, is directly caused by a single effluent.  In practice, effluents of many types and from many sources combine to lower the ambient quality of air and water.  For instance, in the presence of sunlight, a series of chemical reactions involving oxides of nitrogen from combustion activities and reactive organic gases (ROG) from a variety of sources leads to ozone formation.  The ambient air quality indicator would be the concentration of ozone, while the emissions data would be tons of nitrogen oxides and tons of ROG.  Additionally, ozone’s effects on human health or the natural environment might be affected by interactions with other pollutants.  Although the damage function should reflect the interactive effects of all pollutants, pollutants are almost always modeled individually, rather than interactively.
  

The effects of a unit of pollution also vary with geography, weather, and other factors.  For instance, different soil types influence nonpoint source pollution runoff (Helfand and House 1995).  Air pollution is highly sensitive to weather conditions and other factors.  As noted above, ozone formation is strongly influenced by the presence of sunlight, and acid deposition is enhanced by the use of tall smokestacks that put the pollution higher into the atmosphere.  Thus, the effect of one more unit of pollution on ambient quality will vary based on the spatial arrangement of pollution sources as well as other characteristics associated with that spatial arrangement.  This spatial aspect of pollution has long been noted in the environmental literature (e.g., Montgomery 1972) and has been incorporated in many empirical studies (e.g., O’Neil et al. 1983, Oates et al. 1989), but much theory and some environmental policies assume that one more unit of effluent will contribute the same marginal damage regardless of source or ambient conditions.

Formally, let f(A) give ambient quality as a function of the matrix of effluent flows.  The rows of A are the flows of J different pollutants, indexed by j.   The columns of A, ai, are the pollutants produced by firm i; there are I different firms, indexed by i.  Ambient quality weakly decreases with an increase in any one effluent(
[image: image14.bmp]( 0  for all i ,j), and damage decreases with an increase in ambient quality (Df  < 0).  The damage function as a function of effluents is D(A) = D*(f(A)), where D* is damage as a function of ambient quality.  It follows immediately that the solution to the welfare maximization problem is a multidimensional generalization of the first-order conditions from the simple model.  For each effluent the marginal rule remains, set marginal abatement cost equal to marginal damage.  To write this problem compactly, define C*(q, A) = (i Ci(qi,ai), where the summation is over the I firms.  Let Q = (i qi.    Now the optimization problem is again
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with one set of first-order conditions being that price equals marginal production cost for each firm’s output qi, and the second set being
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This again has the interpretation that marginal abatement cost equals the marginal value of damage.  The marginal value of damage is now composed of two pieces: the contribution of effluent to ambient quality (
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Setting a vector of taxes equal to D*( 
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, evaluated at the optimal quantity, for each ai will again lead to an optimal solution in a decentralized economy.  Now, however, achieving the optimum requires a separate tax for each i, j combination, reflecting the marginal damage caused by an additional unit of a particular effluent from a particular polluter.  We discuss the feasibility of taxing firms based upon ambient quality rather than effluent in the next section.
4.3
Effluent transport and spatial heterogeneity in ambient quality
In the above formulation, multiple firms contribute to one index of ambient environmental quality.  A further generalization of the damage function is implied by the recognition that ambient environmental quality is also subject to spatial heterogeneity.  Consider a firm i emitting a single effluent ai.  Now, use j to denote the place where the effluent is deposited and causes damage.  The amount of effluent arriving in place j is given by the transport function Tij(ai).  Assuming that damage in one place is due to the aggregate effluent arriving at that place, the damage caused in place j is Dj( (i Tij(ai)).  If total damages can be considered the sum of damages at individual receptor sites, then the simple model modified for spatial heterogeneity is

Maxq,a U(Q) – (j Dj( (i Tij(ai)) – C*(q ,a) ,
where a is a vector of effluent, indexed by firm, and C*( q ,a)= (i Ci(qi,ai).  
The first-order conditions for a maximum, assuming an interior solution, are again “price equals marginal production cost” and an expanded version of “marginal abatement cost equals marginal damage”:

(Ci/(ai =  (j Dj' ((i Tij(ai)) Tji'(ai) .
The marginal damage now affects many locations, but only in the amount of the marginal effluent transported to them.  Again a tax based on marginal damage will produce an optimum, but now marginal damage is calculated as the sum of effects of one more unit of ai at each of the receptor points.  One tax will be needed for each of the firms, and in general the tax will be at a different rate for each firm, because each firm’s effluents reach the locations in different amounts.  The calculation of a different tax or standard for each source can be administratively challenging.  Below we will examine the case where a single standard or tax is used even though many taxes are necessary for the first-best solution.
4.4
Effluent disposal in multiple media
Further complications can arise when a firm has a choice of emitting its pollution into different media.  The “multimedia problem” refers to the possibility that “abating” a pollutant merely involves transferring it to another medium rather than eliminating it.  A method to address one environmental problem, such as reducing air pollution through the gasoline additive MBTE, can lead to other environmental problems, such as MBTE getting into water supplies.  Another example is the disposal of sludge from sewage treatment plants in landfills.  These multimedia problems have typically not been addressed.  Instead, pollutants are usually analyzed and regulated individually.

In terms of the simple model, a production process with residuals that can be disposed into different media can be represented by a cost function that includes two types of effluent, a1 and a2, that cause damage in two different media, D1 and D2.  If one regulator is responsible for both media, then the regulation problem is just a multidimensional version of the basic problem discussed earlier.  The first-order conditions for an optimum imply that marginal cost of abatement should equal marginal damage for each of the effluents.  When each of the two types of pollution has a separate regulator, however, the problem is one of common agency.  For instance, a regulator responsible for air quality might require the addition of MBTE to gasoline to reduce air pollution.  If MBTE ends up in groundwater, it is very hard to remove.  A water regulator faced with the same choice would therefore presumably choose a different gasoline additive, ethanol, which pollutes air and not water.
Dumas (1997, p. 160) considers these issues in a formal model as follows.  The regulator of the first medium solves the problem
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 U(q(a1,a2) – D1(a1) – C(q(a1,a2), a1, a2) .
Note that the first regulators’ objective function omits the damages of pollution in the second medium.  The regulator of the second medium solves an analogous problem.  If each regulator makes the Nash assumption that the other regulator’s decision will not change as a function of his own choice, then the first-order conditions are the same as those for a full first-best optimum.  If, instead, the first regulator acts as a Stackelberg leader and has a first-mover advantage, then the first regulator is in a position to set a tougher standard—a lower a1—than he would in the first-best outcome and to force the second regulator to accept a greater a2.  Two conditions are necessary to have a suboptimal outcome in this game: one regulator must be the leader, and the two regulators cannot have identical objective functions.  If both regulators use the full social objective function, then the first-best optimum again obtains even with common agency in a Stackelberg game.
Real outcomes may well be better approximated by the Stackelberg model.  Regulation is expensive and time-consuming to make and revise.  The regulatory process is characterized by concern for different media in different periods of time, leading to sequential decisions.  As long as regulatory action by the first agent is slow to change, the resulting sequence of equilibria will be suboptimal.
4.5
Damage avoidance

The link between ambient environmental quality and damage depends on an individual's exposure to the pollutant.  Exposure is influenced by many human choices, such as whether to exercise on a day with high ozone levels or to install a filter on a water tap.  The effluent-producing firm is not necessarily the party that should take action to reduce damage.  Sometimes consumers can avoid damage at a lower cost than firms can abate the flow of effluent.  Shibata and Winrich (1983) argue that the ability of individuals to undertake defensive activities has the potential to complicate greatly any policy activities involving pollution abatement.  The ability of individuals to undertake defensive activities is likely to vary a great deal by pollutant, by medium, and by personal preference, as suggested by such examples as people who buy filters for water taps or who choose to live in areas with lower pollution levels.  Although individual opportunities for defensive behavior may be more available than many individuals think, the public good nature of pollution probably influences the likelihood that individuals actually undertake these activities.  Courant and Porter (1981) show that individuals’ expenditures on averting activities are in general not a good measure of willingness to pay for improved environmental quality.
To model this behavior formally, though simplistically, assume that the consumer can make a damage-reducing effort that reduces his consumption of the consumer good.  Let (  be the quantity of consumption given up to reduce damages, so a social optimum results from solving the problem
Max q,a,( U(q(() – D(a,() – C(q, a).

Here D is decreasing in effort (.  The new first-order condition, with respect to ( , is Uq = (D( .  In the special case D(a,() = D(a((), U​q = (D(   = Da = (Ca: the marginal cost of damage prevention equals the marginal cost of abatement.
  If the regulator chooses the optimal standard or price for a, then the firm will also choose the proper q, and the consumer will choose the proper (.  It can be shown that, when Da( < 0 and D(( > 0—as, for instance, when D is of the form D(a(()—d(/da is positive:
 a greater ability to undertake defensive activity implies a lower tax or a higher (i.e., more lax) effluent standard, due to the stronger consumer incentive to undertake defensive activities.  This formulation is, however, only a special case.  

The optimal solution can be a corner solution instead of involving both defensive activities and abatement—either the consumer defends against pollution that is freely emitted, or the firm abates pollution and the consumer undertakes no defensive activity.  Which of these two local optima is the global optimum is an empirical matter.  At the extreme, consumers might decide to leave the area in which the effluent is emitted if the polluter undertakes no abatement.  The effect of such an outcome is that marginal damages suddenly go from highly positive to zero.  This issue is discussed again in the section on “Nonconvexities,” below.


5
The objective function

As discussed above, getting to zero pollution is typically not feasible, and it might be so costly that it is socially undesirable.  At the same time, as also discussed, unregulated pollution imposes damages that should not be ignored by those who generate the pollution. The optimization approach that has been presented so far in this chapter is one of economic efficiency: effluent  is abated until the marginal costs of abatement equal the marginal benefits of abatement (marginal damages avoided).  The socially optimal level of pollution is thus likely to be somewhere between zero pollution and unregulated pollution.
This section examines various ways of specifying the objective function for the pollution control problem, starting with some considerations related to implementation of the economic efficiency approach.  While economists focus on this approach, it is often deliberately not chosen for public policymaking in practice.

5.1
Monetary measures of damage

In the preceding sections, both damages and costs were implicitly defined in utility terms, since the cost function was subtracted from the utility function.  Actual determination of the damages associated with pollution typically involves at least two steps.  In the first step, the physical effects of pollution are identified, with reliance on the appropriate sciences (for instance, medicine and epidemiology for human health effects).
  The second step is to assign a monetary value to these damages.  Putting damages into monetary units has the significant advantage that damages can then be compared directly and commensurately to the costs of pollution control.  As the theory discussed above indicates, direct comparison of marginal damages and marginal costs is necessary for identifying the optimal level of pollution control.

At the same time, monetizing the damages associated with pollution is subject to a great deal of controversy associated with the technical, political, and moral problems of this approach.  Valuation of nonmarket goods, such as protection of ecological functions and reductions in harm to human health, has received a great deal of attention from environmental economists (see the overview chapter by Bockstael and Freeman in this Handbook, and the subsequent chapters on specific methods by other authors), and some general principles have evolved for how to conduct these studies (e.g., National Oceanographic and Atmospheric Administration 1993 on one particular method, contingent valuation).  Yet, a number of concerns remain about how well specific valuation methods work (e.g., Diamond and Hausman 1994, again on the contingent valuation method).  Some question whether assigning price tags to nonmarket goods is an appropriate basis for public policy (Batie 1989).  One concern is that the very act of assigning a dollar value to these goods cheapens them by making them substitutable with other goods.
Economists’ response is that society often makes tradeoffs involving protection of environmental goods, and that identifying monetary values for these goods makes the tradeoffs more systematic.  Some alternatives to this approach are discussed in the following sections.

5.2
Health-based standards
While, in principle, social welfare would be maximized if a benefit-cost approach were used in setting environmental standards, determining environmental quality through the use of benefit-cost analysis is, at best, controversial.  Legislation in the U.S. for pollution control often does not develop targets for ambient quality based on this approach.  Indeed, in setting the National Ambient Air Quality Standards, the U.S. Clean Air Act does not specify consideration of economic tradeoffs.  Instead, the U.S. Environmental Protection Agency (EPA) bases the standards on protection of public health.  Other environmental legislation as well bases targets on achievement of health-based standards.  The use of a health-based standard is currently being argued before the U.S. Supreme Court in the case of proposed new air quality standards for ozone and particulate matter (American Trucking Associations, Inc., et al. v. United States Environmental Protection Agency).  If there is no threshold level of pollution below which there are no effects—and there does not appear to be a threshold for ozone—then the health-based standard might require an ambient standard of zero ozone.
  
A difficulty with the use of a health-based standard, then, is that it does not consider the feasibility of attaining that standard.  
It also leads to a different damage function. Typically, damages from pollution are due not just to health effects on people, but also to effects on other species, ecosystems, and commercial activities.  For instance, ozone inhibits crop growth and damages structures, in addition to affecting human health (Kim, Helfand, and Howitt 1998).  Let damages D be a function of human health h(a) and other effects e(a), where both health and other effects are determined by effluent levels:  that is, D = D(h(a), e(a)).  Then, marginal damages, Da, equal the sum, Dhha + Deea.  Under the economic efficiency approach, these marginal damages are then set equal to marginal costs of abatement to find the optimal level of pollution a*, where a* solves Dhha + Deea = (Ca.  
A health-based standard, in contrast, sets S = ah, where ah is the solution to Dhha = 0.   With this formulation, it is easy to see that, unless Deea = (Ca  at a = S, these approaches will lead to different optimal levels of pollution.  If the other effects of pollution are large relative to the costs of abatement, then a health-based standard can lead to underregulation of pollution.  Alternatively, if the costs of abatement exceed the other effects of pollution, then a health-based standard might permit too little pollution (e.g., Krupnick and Portney 1991).  
The inflexibility of health-based standards with respect to local conditions is one frequent criticism of the approach.  Consider regions in a country, each of which is individually subject to the same health-based standard, S.  Ambient quality in each region f is determined by the interaction of its effluent (a) and a region-specific variable (() that reflects heterogeneous local conditions, with higher levels of ( leading to lower ambient quality.  The optimization problem for each region is 

Maxq, a U(q) – C(q, a)  subject to f(a,()  ( S.

For regions where f < S, the constraint will not bind, and polluters will base their activities only on the condition that product price equals marginal production cost.  For many of these regions, the unconstrained level of pollution is unlikely to be optimal; some level of pollution control may be efficient, although perhaps not as much as S.  The uniform standard does not provide polluters with an incentive to reduce pollution below S.

For regions where this constraint binds, the a that solves S = f(a, () will be the chosen level of pollution, and q will be affected through the function q(a), discussed in section 1.  The solution to this problem for regions where effluent avoidance is difficult is to choose the least cost way to produce ambient quality S.  This formulation leads to one set of regions just attaining the standard and another set, the regions with lower abatement costs, not being constrained and overachieving the standard.  In the law and economics literature this is the problem of a “due care standard.”  The phenomenon of many of the agents choosing to just meet the standard was described by Diamond (1974).  For many of these regions, marginal damages might be lower than the marginal costs associated with the standard; as a result, the standard may be too stringent for them. 
This problem is subject to further generalization by adding a random element, most easily to the level of effluent, a.  In that case the objective function takes the form of achieving the standard with given probability at minimum cost.  For example, the weather is a random variable that determines how much of the effluent in agricultural runoff, such as fertilizer or pesticides, ends up in streams (Shortle and Dunn 1986, Segerson 1988).

5.3
Cost-effectiveness: least cost achievement of a policy target
A health-based standard, or any standard for ambient quality, merely sets the target to be achieved without necessarily suggesting how to achieve the target.  Baumol and Oates (1988, Chapter 11) suggest the approach of “efficiency without optimality,” more commonly known as cost-effectiveness (e.g., Kneese 1971).  Here, the role of economic analysis begins after the target of a policy has been set.  Regardless of whether the target is socially optimal, economic analysis can identify tools that can achieve it in the least costly way.
This approach recognizes the political reality that factors other than maximizing net benefits to society contribute to environmental policy, as suggested by Arrow et al. (1996).  Indeed, achieving any specified target at minimum cost is a prerequisite to achieving the social optimum; regulatory approaches that achieve cost-effectiveness also achieve efficiency if the target is optimal.  This issue is discussed further in the context of different regulatory instruments for pollution control, in section 6. 


5.4
Political goals

All of the objective functions discussed so far have been based on a scientific method for determining the target to be attained: specifically, either benefit-cost analysis or health-based analysis.  Environmental laws are not written in a vacuum, however, and the targets required by these laws are not implemented without external input and review.  Those affected by a proposed environmental law are typically less concerned with its overall target than with its effects on themselves.  This and the following section discuss two approaches that explicitly consider the distributional effects of environmental policy.  While in principle an efficient policy would be capable of achieving any feasible distributional target through reallocation of net gains, in practice such reallocation rarely occurs.  For that reason, distributional effects frequently have a significant impact on the shape of environmental policies.

If one group suffers disproportionately from a socially optimal policy, then that group has a strong incentive to work against it.  Political processes are often affected by organized protest (Peltzman 1976).  As a result, policies based on benefit-cost analysis or any other “objective” process can be changed by the political process to reflect the influence of groups affected by a policy.  Political economy models explicitly recognize the influence of interest groups and model their efforts to gain advantages for themselves (see the Handbook chapter by Wallace Oates and Paul Portney for a review of these models as applied to environmental policymaking).

One specific way to characterize political goals is to assume that politicians chose a position based both upon its popularity and upon the amount of campaign contributions that the position will generate.  Campaign contributions are used to increase the likelihood of maintaining office.  In these circumstances, which closely approximate political reality, politicians will often adopt positions that are not favored by the majority.  It is not surprising that this process does not maximize net social benefits.  On the other hand, if contributions to politicians are viewed as reflecting the intensity of preferences, then the political equilibrium can be viewed as a kind of market equilibrium, where the equilibrium balances the interests of political constituencies.  The likelihood that this equilibrium matches the one that maximizes social welfare is small, however.
Partly in response to these concerns, Arrow et al. (1996) advocate benefit-cost analysis for all major regulatory decisions.  They argue that such an analysis can make better policies, by helping decision-makers understand better the consequences of their actions and by making explicit the gains and losses, as well as the gainers and losers, associated with a policy.  At the same time, because of the uncertainties involved with quantifying many factors in the analysis and because other factors, such as distributional effects, can be important in the policy process, Arrow et al. acknowledge that decision-makers should consider additional factors when choosing a policy.


5.5
Distribution and environmental justice

Distributional effects of environmental policy can show up in other ways as well.  In recent years, the accusation has been made that poor and minority groups disproportionately face environmental damages (e.g., Bryant and Mohai 1992).  Public and political interest in this issue is strong, at least in the U.S.  Indeed, it has been strong enough to lead the U.S. government to pay attention to the issue through the issuance of Executive Order 12898.  While there is not one definition of “environmental justice” (Helfand and Peyton 1999), the existence of disparities in exposure to pollution is frequently cited as evidence of injustice.
The distributional consequences of environmental policy come most strongly to the fore when a facility with a noxious effluent is being sited.  An aggregate measure, such as net social benefits, does not take into account the distributional effects of this decision.  Benefit-cost analysts typically believe that all affected parties should be weighted according to their willingness to pay or willingness to accept, with distributional impacts handled in a separate analysis.  Yet, it is easy enough to produce a formal model that includes distributional elements.  Expand the number of effluents to two, a1 and a2, and the number of consumers to two, each of whom is affected by only one of the two effluents.  Similarly, let q1 and q2 be the quantities consumed by each of the two consumers.  The problem of finding a social optimum now is

Maxa,q U1(q1) + U2(q2) – D1(a1) – D2(a2) – C(q1 + q2, a1, a2 )
The first-order conditions are again that price, which is now common to both consumers, equals marginal cost, and that marginal cost of abatement equals marginal damage averted for both types of consumers.

Though 
simple, this model suggests that environmental disparities can result either from normal market forces or from social injustice.  If the utility functions or the damage functions differ between the individuals, or if the cost of abating differs across the effluent streams, then the first-order conditions imply that the optimal levels of effluent exposure will be different between the two individuals.  For example, there is indeed reason to expect the function D to differ for rich and poor individuals: if environmental quality is a normal good, then those with higher income will have a higher willingness to pay for pollution reduction.  Scale economies in pollution control might also lead to disparities.  For example, the economics of waste disposal might be such that only one of a1 and a2 will be nonzero in the efficient solution, because one large dump is less expensive than two small dumps.  Now the rules for marginal equality of damage between the two consumers will not hold.

On the other hand, observed disparities might occur because damages to minority groups receive less weight in the policymaking process due to discrimination.  
The outcome could be very different if the social objective function weighted the poor more strongly than the rich.  In the polar case in which the social objection function is to minimize (U1(D1, U2(D2) and goods are distributed by the market, the allocation of effluent would be the only way to correct for differences in income.  The rich would be allocated effluent until their utility net of damage was the same as that of the poor.










5.6
Nonconvexities

Most of the above discussion explicitly assumed a unique interior solution, reflecting a convex production set.  In many cases, these assumptions are very reasonable.  Kim, Helfand, and  Howitt (1998) provide one empirical example.  In other cases, however, the social production set might not in fact be convex.  Indeed, Baumol and Bradford (1972) argue that nonconvexities in the production set are inevitable for a sufficiently strong externality:  as mentioned in the discussion of averting behavior (section 4.5), at some point the party suffering the harm from pollution will act to avoid the pollution altogether, either by moving away (people), by shutting down (firms), or by dying off (ecosystems).  In all these cases, marginal costs of pollution go from a high positive number to zero.  Nonconvexities can arise from other causes as well (Helfand and Rubin 1994), including increasing returns to scale in production (as in the waste-disposal example two paragraphs above), convex utility functions, and decreasing marginal pollution damages.
If the production set becomes nonconvex, the social optimum is more difficult to locate, because the net social benefit curve of an activity might have multiple local maxima and minima.  In these cases, each possible local optimum, as well as each boundary point, needs to have its net benefits calculated so that the highest of these local optima can be identified.  Obviously, this complicates pollution regulation.  Is it less expensive to control pollution from a source than it is to relocate all those suffering harm?  Should pollution damages be concentrated in one area so that other areas can be left undamaged?  No general rule for the social optimum can be stated in these cases.
While these cases might appear to be exceptions, there are likely to be a large number of situations where nonconvexities enter into an analysis.  For instance, Repetto (1987) argues that nonconvexities influence the choice of least cost control strategy for ozone, a common urban pollutant.  Ozone formation requires (relatively) fixed proportions of hydrocarbons and nitrogen oxides; increasing one precursor while holding the other constant results in diminishing increases in ozone, generating diminishing marginal damages.  Whether nuclear waste should be concentrated at one place or handled in a more decentralized fashion depends on whether the social choice set is convex or not.  Finally, as noted above, damages from a polluting facility could become large enough to lead to victims either dying or moving away; in either case, marginal damages suddenly go from a very high value to zero.  In these cases of nonconvex social choice sets, the optimal level of pollution could be the unregulated level, zero, or some other amount.
Even if a nonconvexity is present, however, the social production set could still be convex.  For instance, in Repetto’s case, although diminishing marginal damages imply that regulating either nitrogen oxides or hydrocarbons could be more efficient than regulating both, the optimal solution can involve reduction of both precursors when costs are taken into consideration.  In many cases, Baumol and Bradford’s shutdown point will not be achieved.  Thus, while nonconvexities can affect the nature of the calculation of the optimal level of pollution, they do not inevitably change the standard result that marginal benefits should equal marginal costs at an interior solution.
5.7
Dynamic Considerations in Pollution Control


Many pollutants, particularly those responsible for global warming, persist long after they have been emitted. These pollutants are called stock pollutants, and the theory of their control is necessarily cast in a dynamic setting, because present activity has both present and future consequences. Conrad examines optimal pollution strategies for a stock pollutant, using a simple linear and quadratic model.  If the level of the stock pollutant is increased by a constant fraction of the economy’s output and naturally decaying at a given rate, the optimal policy is to have the maximum output and run up the amount of the stock pollutant until it  reaches an optimal level, at which point output is curtailed and the pollutant stock is held constant.  In a dynamic and stochastic version of the model, Conrad adds a result that an increase in the instantaneous variance of the uncertain environmental cost  leads to a lower optimal steady state level of the pollutant.  Falk and Mendelsohn specify a stock pollutant model closer to the static models of pollution discussed in the rest of this chapter:  Damage is a function of the stock of pollution, and buildup of stock can be avoided by a costly abatement process.  The objective is to minimize the discounted value of the damage and abatement costs.  Again, an optimal policy is to let the quantity of the stock pollutant increase in the beginning.  The authors apply their model to global warming and come up with a price for carbon emissions of between $1 and $6/ton in the immediate future, and  $4 and $167/ton one hundred years hence.  

5.7
Summary
This section has reviewed the source of the objective function for identifying the socially optimal level of pollution.  Economists typically prefer to start with individual utility functions and aggregate them, via a social welfare function, to calculate net social benefits.  The damage function—the effects of pollution on welfare—is frequently modeled as being additively separable from the remainder of the utility function.  Economic efficiency is the natural rule that economists advocate for identifying the optimal level of pollution, because it leads to the greatest net benefits for society, which can be reallocated, through distributional policies, as society sees fit.  In actual policies, however, the legal target level of pollution is often determined by other objectives, such as health.  The distributional effects of the policies—either through adverse effects on relatively powerless groups or favors granted to relatively powerful groups—influence what might ideally be considered a scientific process.  Understanding the political-economic forces that are rooted in distributional considerations provides insight into why inefficient policies are often enacted.  For more on this matter, see the Handbook chapter by Oates and Portney.
Nonconvexities add complications even if 
environmental policy is set by trading off the benefits and the costs of environmental protection.  In such cases, the benefits and costs at multiple local equilibria and boundary points must be compared in order to find the global optimum of the objective function.  Finally, if pollutants persist over time, their management has a dynamic element that must be included in the decision over pollution levels.
6
Alternative regulatory instruments

So far this chapter has highlighted the use of a Pigouvian tax to internalize pollution externalities.  The important conclusion, which is a direct application of the First Welfare Theorem, is that a tax, or more generally a set of taxes, on effluent is sufficient for an efficient outcome.  An economy with a single externality is an economy with one missing market.  Because a Pigouvian tax equals the price that effluent would have if an effluent market existed, it causes the economy to behave exactly as if all markets were present.  Therefore, with the optimal tax on pollution, the equilibrium is a Pareto optimum.  If there are many effluents, each with a different contribution to damage, then, as we have seen, a tax for each effluent is needed to make the economy act as if it had complete markets.  Similarly, if there are many time periods, then a tax is needed for each time period. 
This section describes other instruments to reduce effluent, and it compares their performance to that of the tax.  
The ability of these other instruments to achieve the Pareto optimum does not follow as directly as for the tax, especially when they are applied to goods other than effluent.  The instruments also have differing effects on firms’ costs and profits and on the entry and exit of firms.
The models in this section are based on an assumption of perfect information about the benefits and costs of abating pollution.  Imperfect information, which has important impacts on instrument choice, is taken up in section 7.
6.1
Non-tax instruments applied to effluent
As mentioned above, effluent taxes lead to Pareto-optimal outcomes.  At the same time, they create substantial additional costs for polluters: not only must polluters pay for abatement, but they must also pay the tax on any units of effluent they continue to emit.  Other instruments have been used to reduce pollution.  Some achieve the same allocational effects as effluent taxes but with different distributional consequences, and thus different long-run and general-equilibrium effects.  Others lead to different allocations.  The most common of these instruments are effluent and other standards (“command-and-control” instruments), abatement subsidies, and marketable effluent permits.

6.1.1
Uniform effluent standards
One possible way of regulating firms is to restrict each firm’s effluent to a specified level A.  This approach, typically referred to as a uniform effluent or emissions standard, provides a firm with no choice in its maximum level of effluent, although it does allow the firm to emit less than the standard.  The problem for each firm is to maximize profits subject to the effluent constraint. With ( denoting the Lagrangian multiplier on the pollution constraint, the maximization problem is


Maxqj, aj Min( U(qj) –C(qj, aj)+ (j[A – aj].
Assuming an interior solution, the first-order conditions are: (i) marginal utility equals marginal production cost, and (ii) for each firm (j = 1, . . ., N firms),

  (Caj = (j ,
along with the constraint, aj ( A.  The Lagrangian multiplier, (j, can be interpreted as the shadow value to the firm of being able to emit one more unit of pollution.  Phrased another way, it is the reduction in the cost of abatement associated with a one-unit increase in allowable effluent.  
If (Caj​ = (j = (D/(aj = (D/(ak = (k = (Cak for all firms, then the conditions for social optimality are achieved.  This condition requires, however, firstly that a marginal unit of effluent has the same effect on damages regardless of which polluter emitted it, and secondly that all firms have the same marginal cost of abatement (the shadow cost of the constraint at A is the same for all firms).  The first condition has been discussed in the context of spatial effects in section 4.3; it holds for some global pollutants and for other pollutants at a local level.  The second condition is even more difficult to achieve.  In most cases, firms will differ in their abatement costs, due to differences in technologies, goods produced, and other factors.  If marginal costs differ, then society can gain by reducing effluent from firms with low costs of abatement and reallocating that effluent to firms with higher marginal costs.  A uniform effluent standard does not permit this reallocation.  For this reason, uniform standards are unlikely to be cost-effective if firms are heterogeneous.  

The marginal cost of production can be shown to be different for an effluent standard compared to a tax.  When a firm pays an effluent charge of t, its costs are
C(q, t) =  mina C(q, a) + ta.  
The quantity of effluent chosen is the conditional factor demand for effluent, a(q, t).  It is reasonable to assume that a is increasing in q and decreasing in t.  Thus, it is also possible to write C(q, t) = C(q, a(q, t)) + ta(q, t).  Taking the derivative with respect to q yields

dC/da = Cq + (Ca + t)aq.

If this expression is evaluated at C(q, a(q, t)) using the first-order condition –Ca= t, the result is

 Cq(q, a(q, t)) = Cq(q, t): marginal costs under the tax and the effluent standard regimes are the same when the effluent standard a is allowed to vary as a function of q.  Of course, the effluent standard is typically assumed to be fixed; changes in q cannot lead to changes in a.  If q changes while a is held constant, marginal costs will differ for a standard and a tax.  For a given tax, t*, there is an optimal output q*, with a corresponding standard at a* = a(q*, t*).  At this single point, the marginal cost curves with the standard, a*, and with the tax, t*, are identical.  Therefore the quantities chosen by the firm are the same, and the firm’s costs and profits differ only by the cost associated with the effluent tax, a* t*.

The output supply curves coincide only at this one point.  We now show that for q < q* (resp. > q*), the polluter’s supply curve is more steeply sloped with a standard than with a tax: CqStandard < Cqtax (resp. > Cqtax).  To begin, consider marginal cost at two different prices, t* and t0  < t*, and any specific quantity, q" < q*.  Ct is the factor demand for effluent, and Ctq = Cqt is positive by the assumption that factor demand increases in output.  This establishes that Cq(q", t*) > Cq(q", t0).  Since a(q, t) is assumed to be increasing in q,  a(q", t*) < a*.  Let t0  solve a(q", t0 ) = a*.  (t0 < t* because a is decreasing in t.)  Again using the equivalence of taxes and subsidies, this time at q", t0 yields Cqtax(q", t0) = Cqstandard(q", a*).  This result, combined with the above, gives Cqtax(q",t*) > Cqstandard (q", a*).  The marginal cost with a standard is less than the marginal cost with a tax, when effluent is a normal factor of production and the quantity produced is less than the quantity where the tax and standard are equivalent.  For q" > q*, the proof is similar, and the result is the opposite.  The marginal cost with a standard is greater than with the tax.

Since marginal cost is supply for the single price-taking firm, the standard and the tax result in the same outcome for an industry made up of a fixed number of price-taking firms.  However, that result is not true either with entry of new firms or with a shift in the demand curve for the final good with a fixed number of firms.  In either of these cases, q will change for each firm, with different cost structures leading to different levels of q under a standard or a tax.

6.1.2
Other standards

It should be noted that the highly stylized version of effluent standards presented in the previous section is not a good representation of reality.  First, as Helfand (1990) notes, pollution standards take many forms, including restrictions on effluent (as above), restrictions on effluent per unit of output (or per unit of an input), restrictions on polluting inputs, or requirements for specific abatement technology (“technology standards”).  For a given level of total effluent from a single firm, an effluent standard is the most cost-effective among these, because it provides the most flexibility to the firm.  
Secondly, firms in different industries, and sometimes different firms within the same industry, are often subjected to different levels of standards.  In other words, A is not the same for all polluters.  Kling (1994a), for instance, found very low potential gains (between 1 and 20 percent) from a marketable permit system for automobile pollution, because the existing command-and-control regulatory system was not very cost-ineffective.  In theory, if standards are individuated—that is, if polluters with different abatement costs have standards based on their characteristics—then they can achieve the socially optimal allocation of effluent across polluter.  This requires a great deal of information on the part of the regulator, however (Griffin and Bromley 1982).









6.1.3
Subsidies

A subsidy is in many ways the mirror image of a tax.  Now, polluters receive a payment of s for each unit of pollution they abate below a specified level S.  S could be polluter-specific or general; we assume the latter here.  The objective function for the firm becomes 

Maxqj, aj pqj – Cj(qj, aj) + s[S – aj],
with the first-order conditions being “price equals marginal production cost” and

–Caj = s.

Again, if the per-unit subsidy is set equal to marginal damages (s =
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), the marginal conditions for social optimality are achieved.  The subsidy creates an opportunity cost, rather than an explicit cost, at the margin for the firm: the firm must decide whether to abate another unit of pollution and receive a subsidy payment, or to emit the unit and forgo the payment.  At the margin, therefore, the subsidy produces the same pollution per firm as a tax.
6.1.4
Marketable permits

A marketable permit scheme combines features of taxes, standards, and subsidies.  In this scheme, the regulator makes a specified number of effluent permits A* available to polluters.  The initial allocation can be similar to the standard, by allowing polluters a specified amount of pollution, or the permits can be auctioned to polluters or allocated in other ways.  Marketable permits differ from standards, however, in that polluters can buy and sell the permits.  In some cases, consumers can also purchase permits and can choose to retire them if they wish.

When a fixed number of permits is either given or auctioned to firms, the program is termed a “cap-and-trade” program, because the total effluent is “capped” by the number of permits made available.  In contrast, an “effluent reduction credit” program does not explicitly cap the number of permits.  Instead, if a firm abates more than it is required, then it may sell the excess “credits” to another polluter.  While the two approaches are very similar in that a firm faces either an explicit cost (if it is considering buying a permit or credit) or an opportunity cost (if it is considering selling a permit or credit) of polluting, credit programs have raised concerns about whether actual or only “paper” reductions will be achieved, because they lack an explicit cap on total effluent.
With a cap-and-trade program, the social maximization problem involves two preliminary steps.  The first, the identification of the optimal level of pollution, has been discussed above.  It fixes the aggregate level of permits, A*.  The following problem does not require that A* be optimal, but if A* is not chosen optimally, then the solution is only cost-effective, not efficient.  The second step is the initial allocation of permits to firms.  The optimization problem is then
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The first-order conditions are “price equals marginal production cost” and 

(Caj = (.

The Lagrangian multiplier ( is now the market-clearing permit price.  Polluters with high marginal costs of abatement will purchase permits from those with low marginal costs of abatement (who get paid per unit of abatement, as they would under a subsidy), just as they would pay the pollution tax.  The price of a permit therefore serves the same function at the margin as the tax.  For this reason, pollution taxes and marketable permits are often termed “market-based instruments.”

If the number of permits A* is set optimally, then the permit price ( equals marginal damages, and the conditions for optimality are achieved.  In a cap-and-trade program with a suboptimal A*, the polluters still efficiently allocate effluent permits among themselves; thus, a cap-and-trade program will always produce the least cost way of meeting a given effluent cap A*.  Because they are cost-minimizing without the need for extensive regulatory knowledge of polluters’ cost structures, cap-and-trade programs are attractive for a regulator.  

Because a permit system is based on quantity, while a tax system is based on price, these instruments respond differently when market conditions change – due, for instance, to changing demand conditions, changing preferences, or inflation.  A cap-and-trade permit system will not allow the level of pollution to change, though the market price for the permit will respond to changes in these conditions.  In contrast, a tax will allow the level of pollution to change but will hold constant the price.  Thus, if the demand for polluting goods increases over time, a permit system, keeping pollution levels fixed, might result in inefficiently low pollution levels; in contrast, a tax system might allow inefficiently high levels of pollution.  The increased certainty of achieving a specified emissions level under a permit system, considered by regulators one of its more desirable characteristics, may or may not be more efficient than the increased price certainty (often appreciated by polluters) of a tax.  The optimal approach for a regulator is to re-evaluate the levels of either of these instruments when conditions change.  Because conditions constantly change, and because regulatory systems typically cannot respond quickly, a set level of either a tax or total effluent is likely to become inefficient over time.  Understanding that these instruments respond differently to changing conditions might influence a regulator’s choice of policy instrument.

Marketable permits have also been discussed in a dynamic setting, where polluters can either save permits for the future (i.e., bank them) or borrow and pollute more now.  Rubin (1996) finds that banking and borrowing lead to a least-cost solution for polluters.  Kling and Rubin (1997), though, show that the private incentives for banking and borrowing will not necessarily lead to the socially optimal flows of pollutants, and they propose a modified trading scheme to correct this temporal misallocation.  Leiby and Rubin (forthcoming) extend the stock pollutant model to the case of bankable permits, which have been suggested as a tool to control buildup of greenhouse gases.  They find the rate at which the banking mechanism should allow  permits to be withdrawn at a later date for each permit deposited today.  This rate of exchange and a total sum of permits are what is required for an efficient system.

6.1.5
Hybrid instruments


To provide some additional flexibility to respond to uncertainty, some authors have suggested combinations of instruments.  Roberts and Spence (1976) introduce a hybrid policy of permits, subsidies and taxes when the regulator does not know the abatement costs of firms.  If a firm abates more than the level of its permit, the firm gets a subsidy, and if a firm pollutes more than its permit, the firm pays a tax.  They argue that permits can guard against very high levels of emissions, while subsidies can promote more pollution reduction if abatement costs are low.  McKibbin and Wilcoxen (1997) argue that a permit and tax hybrid instrument for carbon dioxide emissions would be more flexible, encourage enforcement and monitoring, and be less stressful on world trade than just a emissions permit system.  Pizer (1997) uses a global integrated climate economy model and concludes that a hybrid tax and permit device will perform marginally better than the optimal tax and far better than optimal permit system.  Additionally, this scheme would allow policy makers to balance competing interests of revenue, equity, and political feasibility.  Multiple instruments thus provide, at least in theory, for additional opportunities to improve efficiency.
In sum, in principle both permits and subsidies have the same ability to achieve an efficient allocation of pollution among a fixed set of polluters as does a tax.  Clearly their distributional effects are different, however.  Even when these regulatory approaches have the same marginal effects, they lead to very different flows of money among firms.  The next section examines the implications of these differences.
6.2
Distributional effects of instruments applied to effluent
6.2.1
Effects on a firm’s costs and profits
These different instruments can be viewed as implicitly or explicitly assigning different initial allocations of rights to pollute.  The effluent tax and the subsidy provide the extremes, with standards and freely allocated marketable permits as intermediate cases.  Under the tax, a firm will abate its effluent as long as its marginal costs of abatement are less than the tax; once the marginal costs of abatement exceed the tax, it is cheaper for the firm to pay the tax than to abate.  Thus, its total costs under this regime are its abatement costs plus the tax payment.  In contrast, under the subsidy, the firm is paid not to pollute.  It receives a payment for each unit of abatement; as long as that payment exceeds the marginal costs of abatement, not only will the firm abate, but it will also earn positive amounts of money.  The tax and the subsidy therefore differ quite substantially in terms of lump-sum payments.

A standard, if set at the level of pollution that a firm will attain under a tax or subsidy, requires a firm to pay for abatement, but it requires no additional payments (unlike a tax) and provides no additional payments (unlike a subsidy).  Unlike a tax, discharge of effluent up to A is free.  Even though a standard has greater aggregate costs of abatement than a tax across a set of firms, polluters might actually earn greater profits with a standard.  Helfand and House (1995) provide an example of this situation.  Indeed, Buchanan and Tullock (1975) argue that a restriction on pollution per firm results in profits being higher than under a tax that would achieve the same level of pollution.  By restricting the level of output, the standard acts like a government-imposed cartel.  For this reason, firms might be expected not only to prefer a standard to a tax, but also to prefer a standard to a situation of no regulation.  Maloney and McCormick (1982) provide some empirical evidence of this phenomenon. 

A permit system can be considered to begin with a standard—the initial allocation of permits among firms—before buying and selling begin.  Because firms will only buy or sell when it is advantageous for them to do so, marketable permits will reduce the total costs of abatement relative to a uniform standard.  If the permits are granted to polluters at no cost, even firms that buy permits will still have costs no higher than they would have had under the tax, because they receive some effluent rights free of charge.  Firms that sell permits will end up earning more money than they would under the standard but less than they would under the subsidy, unless they receive as many permits as their unrestricted level of effluent.  In contrast, a system of auctioned permits behaves like a tax, since none of the permits are free of charge.
These significant distributional consequences may account, in the U.S., for the dominance of standards and marketable permits in much of the country’s pollution policy, and for subsidies in the realm of agriculturally-related environmental policy.  Using these policies, instead of taxes, has lowered the costs of abatement to polluters while providing abatement to consumers.  Providing gains to both parties makes these policies more politically feasible than using taxes that impose significant costs on polluters.  The net gains are not as large as might be achieved via taxes with redistribution, but redistribution could be very difficult to achieve.  Howe (1994) notes that pollution taxes are more commonly used in Europe,
 but less to act as a disincentive to pollute than as a source of funding to subsidize pollution abatement equipment.  The chapter by Oates and Portney in this Handbook discusses further these and other issues related to the political economy of environmental policy.

6.2.2
Effects on entry and exit of firms
Because the different instruments imply different levels of rents flowing to firms, they can be expected affect the total number of firms and thus the total amount of pollution produced.  The impact on entry of new firms into an industry was first examined by Kneese (1971), who asserted that a subsidy for abatement and a tax on effluent could lead to the same results.  Subsequently, Kneese and Mäler (1973) argued that a subsidy and a tax give the same result as long as potential entrants are subsidized in the same way as actual entrants, which removes the incentive to enter.  In practice, of course, subsidizing potential entrants is infeasible, since anyone can claim to be a potential entrant.

Mäler (1974, p. 218) demonstrated that the average production cost for a typical polluter is lower under a standard than under a tax.  The difference in average production costs under a tax and a standard is

C(q, t*)/q ( C(q, a(q, t*))/q =  a(q, t*) t*/q .

Since lower costs imply entry, an industry regulated with a standard will have more firms and thus more effluent than one regulated with a tax.  A standards-based approach requires two instruments—one to limit entry, and one to set the standard per firm—to achieve the optimum.  A tax will achieve both conditions without the need for additional instruments.

Spulber (1985) analyzed the effects of taxes, standards, marketable permits, and subsidies on entry and exit.  Consistent with Mäler (1974), he found that taxes provide the conditions associated with the optimal number of firms and the optimal aggregate level of effluent.  Auctioned permits provide the same effects.  The other instruments lead to a greater number of firms, because they assign more rights and thus more rents to the firms.  Even if individual firms pollute the same amount under these instruments as under taxes or auctioned permits, the greater number of firms results in an overall level of pollution that is greater than the social optimum. Achieving the same aggregate pollution level would require more restrictive policies under these other instruments.




Actual standards often differentiate between firms already in the industry and new entrants, with new entrants being held to higher standards.  The New Source Performance Standards for air pollution in the U.S. are a good example.  This differentiation is typically intended to reflect the fact that new sources of pollution are likely to be designed with environmental protection in mind and are therefore likely to be able to achieve better environmental performance than existing sources, but it can also act as a barrier to entry.  While these differentiated standards are unlikely to get entry/exit conditions right, they may partially address the issue of standards encouraging entry relative to taxes. 
On the other hand, differentiated standards can create perverse incentives for retention of older facilities, which remain under the older, less stringent standards, when replacement of these older facilities could have improved production methods and decreased pollution.  Gruenspecht (1982) notes the existence of this problem with automobile emissions standards.  The possibility of reclassification provides a powerful incentive for firms to fail to upgrade their plants as new technology becomes available.  For example, in a recent lawsuit against large coal-fired electric plants, the EPA alleges that the plants engaged in so much technological change that they now qualify as new sources, subject to much more stringent pollution control requirements (“U.S. Sues 7 Utilities Over Air Pollution”).  







6.3
Regulatory instruments applied to goods other than effluent

The discussion of the damage function in section 4 suggests that taxing effluent can be a complex matter.  If sources differ in their marginal effects on damages, or if different effluents are emitted, then socially optimal taxes need to be adjusted to reflect these differential impacts.  Similar principles apply to subsidies and permits when damages vary by source or by effluent:  different polluters will need to face differentiated instruments.  Additional complexities can arise if the good being taxed is not effluent.  The following discussion will examine the implications of imposing a tax on something other than effluent.

6.3.1
Instruments applied to ambient quality

Ambient quality, such as the concentration of pollution in the air or water at a particular monitoring point,  is often easier to observe than effluent.  It is also much more directly related to damages than measures of effluent, since ambient quality incorporates the effects of transport of effluent as well as meteorological, geographical, and other conditions that complicate the relationship between effluent and damages.
Given that the intent of pollution policy is to lower damage, taxing firms based on ambient quality might therefore appear to be preferable to taxing effluent.  Difficulties arise with this approach, however, because ambient quality is produced collectively by polluters.  If one polluter reduced effluent, then all firms would receive a tax break.  In this situation, abatement is analogous to a public good, and the tax scheme that solves the problem looks a great deal like mechanisms that solve the public goods problem. 

If each firm i (i = 1, . . ., N ) is taxed t on some share si of total damages, with other firms’ damages assumed to be constant, then each firm will maximize its profits, given by:

Maxqi,ai  pqi – Ci(qi, ai) – t siD(a1,…, aN) .
The first-order conditions are: (i) price equals marginal cost of production, and (ii)
–Cai = tsi(D/(ai  (i = 1, . . ., N firms).

The social optimum will be achieved as long as tsi = 1—that is, as long as each firm is taxed as though it were fully responsible for damages, with the actions of other firms taken as fixed.  While this is technically a solution to the problem of controlling pollution, it requires each firm to make a potentially very large payment, and it is therefore unlikely to be politically acceptable.  If the polluter is assigned only a fraction of responsibility for damages—that is, if tsi < 1—then too little abatement will take place to achieve the optimal level of ambient quality.

It is possible to add lump-sum side payments to this mechanism to reduce the size of the firms’ tax payouts.  For instance, Segerson (1988) proposes that firms be taxed if ambient water quality is worse than a specified target, but that they receive a subsidy for every unit that ambient water quality is better than that target.  Her solution is reminiscent of the pivotal mechanism for public goods.  On average, this mechanism should result in no net payments if the tax is set appropriately.
6.3.2
Instruments applied to inputs
Just as ambient quality is more easily observed than effluent in some cases, application of inputs might also be more observable.  Holterman (1976) and Griffin and Bromley (1982) have suggested that inputs could be the subject of regulatory action instead of effluent when inputs are more easily monitored.  This approach is more easily understood by modeling a firm’s input choices directly, through the primal formulation, than by the cost-function approach.  Here, as in section 2.2, let qi(xi) be firm i’s output as a function of its inputs, and let ai(xi) be its effluent.  The firm’s profit-maximization problem when faced with a vector of input taxes, ti, on inputs j = 1, . . ., J, is 

Maxxi, pqi(xi) –  (w+ ti)(xi .
The first-order conditions are


p((qi/( xji) = wj + ti j  ( i = 1, . . ., N polluters; j = 1, . . ., J inputs).
The social optimum will be achieved only if ti j =((D/(ai)((ai/(xji).  Hence, an input should remain untaxed only if it has no effect on effluent—that is, only if (ai/(xji = 0.  If an element of xi abates pollution, rather than increases it, then the tax on that input should be negative (a subsidy) rather than positive.  If all inputs from all polluters influence effluent in positive or negative ways, then the optimum requires J x N different taxes or subsidies.

Input taxes should be uniform across firms only if use of a given input by one firm has the same effect on marginal damages as use of that input by another firm.  Except by coincidence, this condition will arise if effluent from one polluter is a perfect substitute for effluent from other polluters from the standpoint of pollution damages, and if use of an input by one polluter leads to the same level of effluent as use of that input by other polluters.  The first condition has previously been discussed in section 4, in reference to the different spatial effects of pollution.  The second condition refers to the pollution intensity of different sources’ use of inputs.  Because one polluter is likely to use an input in a different way than another, the marginal effects of input use on effluent levels are likely to vary by firm, and the second requirement for optimality is likely to be at least as difficult to achieve as the first.  (Examples where the second condition holds include chlorofluorocarbons in refrigerants, which deplete stratospheric ozone, and the carbon content of fossil fuels, which contribute to the buildup of greenhouse gases (Helfand 1999).)  Thus, taxing inputs to achieve the social optimum will typically require a separate tax for each input that affects pollution from each firm.


6.3.3
Deposit-refund schemes for waste

Municipal waste might appear to be equivalent to effluent in the models above, with the results for the various regulatory instruments carrying through.  In fact, some incentive schemes for solid-waste management can lead to perverse incentives.  
Incentive schemes have been used most commonly to reduce the flow of solid waste by encouraging recycling.  The use of deposits, payable upon the return of an item, is a common way to induce the public to choose an environmentally less destructive manner of disposal.  Prime examples include deposits on bottles and automobile batteries, which regulatory authorities wish to see recycled rather than disposed in landfills or dumped randomly.  Fullerton and Kinnaman (1995) explore the optimal policy and point out that a higher deposit results in both a higher percentage return and also a higher percentage of theft of recyclable material.  Fullerton and Kinnaman (1996) examine charging for garbage pickup.  A higher price for garbage reduces landfilling, but it also increases illegal dumping.  Thus, as will be discussed further below, the enforceability of a policy influences the optimal design of the policy.

6.4
General-equilibrium effects of pollution policies
All the analysis presented above has been in a partial-equilibrium context.  Implicit in the calculation of the optimal Pigouvian taxes has been an assumption that there are no market distortions other than the environmental distortions these taxes address.  Of course, that setting describes no known world inhabited by humans.  As Lipsey and Lancaster (1956-57) have shown, information on other distortions in an economy should influence the way in which any one distortion is addressed.  Otherwise, it is possible for the isolated correction of one market failure to decrease social welfare.  
General-equilibrium analysis has relatively recently been applied to examine whether environmental policies that appear to be optimal in a partial-equilibrium context might in fact need to be adjusted in response to the existence of other distortions.  The chapter by Lars Bergman in this Handbook describes methods for conducting applied general-equilibrium analysis of environmental policies, and the chapter by Raymond Kopp and William Pizer compares partial- and general-equilibrium estimates of the impacts of environmental regulations on production and abatement costs.  Here, we highlight theoretical results related to the interactions between pollution control instruments, especially market-based instruments, and taxes on goods other than pollution or polluting inputs.  The chapter by Anil Markandya provides a more comprehensive review of the literature on interactions between environmental and nonenvironmental policies.
In a general-equilibrium setting, the level of the optimal pollution tax depends on the levels of other taxes.  As a result, the optimal general-equilibrium pollution tax is likely to differ from a partial-equilibrium Pigouvian tax that is used only to correct the pollution externality.
  This is because a tax that is levied to reduce pollution has the added effect of raising revenue.  If that revenue is used to reduce or replace other taxes, then there is the potential for a “double dividend”: less pollution and less deadweight loss from other taxes.
The taxing of pollution has three effects on welfare.  First, it decreases the production of the dirty good that creates the externality.  Although an effluent tax can be viewed as just one of many commodity taxes, unlike most taxes it increases efficiency through its allocational effects. Second, in what is called the “recycling effect,” it raises revenue that can be used to lower other, more distortionary taxes.  Third, it is itself a distorting tax, through its impacts on other markets.
Bovenberg and de Mooij (1994) carry out an optimal tax exercise in a simple analytical model that includes a clean good and a dirty good, a tax on income (labor), and a tax on the dirty good.  They conclude that the optimal tax on the dirty good is less than the rate that would be used to correct the externality.  Taxing income causes agents to work less and consume more leisure than they would in a first-best world.  As a result, there is a marginal cost to raising public funds, which is likely to be greater than one.  The optimal tax on the dirty good is shown to be the Pigouvian tax divided by the marginal cost of raising public funds, so it is less than the Pigouvian tax.
Fullerton (1997) reinterprets this conclusion.  Because income in Bovenberg and de Mooij’s model is all from labor and is all spent on the clean and dirty good, the same budget constraint results whether labor is taxed at rate t or both goods are taxed at the rate (1(t)(1.  That is, the tax on income is equivalent to a uniform tax on both goods.  Viewed with that normalization, the total tax on the dirty good—the sum of the income tax expressed as the equivalent uniform tax on both goods and the additional tax on just the dirty good—is greater than the Pigouvian tax.
These double dividend models depend in part upon an assumption about preferences, specifically that the marginal rate of substitution between labor (leisure) and consumption goods is not changed by the amount of pollution, as in the separable utility function in the models presented in this chapter.  If the marginal utility of leisure is related to environmental quality, then the optimal general-equilibrium tax needs to reflect this relationship.  If pollution and leisure are complements, then taxing pollution reduces leisure (increases labor) and results in less distortion in the labor market.  In this case, the optimal tax on the dirty good would be above the Pigouvian tax.  Since the effects of pollution taxes on the labor-leisure choice have not been empirically investigated, it is not yet possible to conclude that the optimal pollution taxes in an economy with prior distortions should be lower than the Pigouvian level.

Nevertheless, it is clear in this literature that, in a comparison between pollution taxes and equivalent pollution standards, taxes have a significant advantage.  Both taxes and standards raise the price of the dirty good by the same amount and so have the same pollution abatement and labor-leisure distorting effects.  Only the tax has the revenue-recycling effect in its favor (Parry, Williams, and Goulder 1999).  The tax generates government revenue, while a standard creates rents that the firms capture.

7
Imperfect information

In the simple model in section 1, the optimal quantity of pollution was determined by a straightforward maximization problem.  That model implicitly assumed that the regulator knows the costs of abating pollution and the damages associated with pollution.  In fact, regulators rarely know any of this information with certainty.  Uncertainty associated with the damages of pollution contributes to skepticism toward a benefit-cost rule for determining optimal abatement levels, and it also contributes to the development of the other possible objective functions discussed in section 4.  Uncertainty associated with the costs of abatement has contributed to economists’ preference for price-based instruments like effluent taxes over quantity-based instruments like effluent standards: polluters will reveal their marginal costs associated with a particular level of abatement in response to the tax but not the standard.
This section discusses the implications of imperfect information for environmental regulation.  In particular, uncertainty about benefits and costs can affect the choice of price instruments vs. quantity instruments; the inability to link nonpoint pollution to specific sources compels the use of regulatory targets other than effluent; and polluters’ awareness that regulators’ monitoring and enforcement activities are imperfect affects compliance rates and has implications for the efficient design of those activities.

7.1
Uncertainty about the benefits and costs of pollution control
Weitzman (1974) and Adar and Griffin (1976) analyzed the effects of uncertainty about the aggregate marginal benefits and costs of pollution abatement on the choice of a price-based or a quantity-based regulatory instrument.
  These analyses found that uncertainty in the marginal benefits of abatement (damages avoided) does not affect the choice of regulatory instrument, whereas uncertainty in marginal abatement costs can lead to either a price or a quantity instrument being more desirable, depending on the relative slopes of the marginal benefit and marginal cost curves.
Weitzman’s framework considers a regulator who does not entirely know the costs of the regulated firm.  Suppressing for now issues associated with the goods (q) market, let C(a,() be the firm’s cost of abatement, where ( is a parameter known to the firm but not to the regulator.
  The regulator is assumed to be able to measure the effluent stream and to enforce pollution standards or taxes.  Weitzman’s model also includes uncertainty in the damage function, D(a,(), where (  is a random variable whose distribution is known to the regulator.  The problem is to determine the advantage of taxes over standards
 in maximizing the expected value of –D–C, which is equivalent to minimizing social costs.

Weitzman proceeded by first finding the standard a* that maximized E[–D–C].  He then expanded D and C in a quadratic Taylor series about a*, so that D​a and –Ca  were linear in a and the uncertain elements served to shift the linear functions Da and –Ca without changing their slopes.  This approximation is shown in Figure 2.  The horizontal axis of the figure has abatement increasing (effluent decreasing)  in the x direction.  Da is drawn as decreasing, because the marginal damage from pollution decreases with more abatement (less pollution), while –Ca increases with the level of abatement.  To keep the graph simple, we have assumed that ( = 0 and that (  takes on only two possible values, one positive and one negative.  The marginal abatement cost curves have been drawn for each of the two possible values of (, along with the curve for its expected value of zero.

The intersection of the curves at a* gives the expected optimal level of abatement.  Because the unknown elements enter in an additive fashion and are assumed to have means of zero, the expected optimal tax t* also occurs at the intersection of the marginal curves.  If the actual value of the firm’s unknown parameter is positive, then, in response to the tax, the firm will set the marginal cost of abatement equal to t* and abate at a+.  This is too little, because marginal abatement cost with a positive ( intersects marginal damage at a0.  The deadweight loss associated with abating at a+ instead of a0 is given by the vertically striped area in the diagram.  In contrast, in response to a standard of a* the firm will abate too much (a* > a0), leading to the horizontally striped deadweight loss.  The advantage of a tax over a standard for an (-positive firm is the amount by which the vertically striped area exceeds the horizontal striped area.  
The same calculation can be made for an (-negative firm.  The probability-weighted average of the two calculations gives the total advantage of a tax over a standard.  As the Da curve approaches the vertical, the difference between the optimal abatement level and a* becomes small, implying that a standard is better than a tax when the marginal damages curve is steep.  This comports with common sense:  if one cares very much about getting the damages right, then getting the quantity of abatement right is more socially valuable than giving the polluter flexibility in how it responds to the instrument.  Indeed, this view suggests why the health-based approach focuses on standards rather than effluent charges.  In contrast, if the marginal damage curve is shallowly sloped but the marginal cost curve for abatement is steep, then permitting price flexibility via a tax improves efficiency over a standard.


Weitzman, along with the others who have used this framework, carried out this calculation algebraically. His most general expression for the benefit of taxes over standards is
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where var denotes variance, cor denotes correlation, and sd denotes standard deviation.  This formula indicates that variation in the marginal damage curve—( ( 0 instead of ( = 0, as assumed for simplicity above—does not affect the choice of a tax versus a standard as long as ( and ( are uncorrelated.  When this correlation exists, however, the uncertainty in marginal benefits (sd(()) does affect the choice.  In particular, a positive correlation increases the likelihood that a quantity-based instrument is more efficient than a tax.  Stavins (1996) showed that the correlation between damages and costs is in fact positive in many examples. 
Mendelsohn (1986) redefined Weitzman's analysis to consider heterogeneity of benefits and costs instead of uncertainty.  In his model, the variation in marginal benefits does not directly influence the choice between a price instrument and a quantity instrument, but the variation in marginal costs and the covariance of marginal benefits and marginal costs do.  This result illustrates that the Weitzman approach, although framed in terms of uncertainty, can be applied to other contexts.

In theory, at least, there is an alternative to setting a single regulation, be it price or quantity, and allowing polluters to respond. Ellis (1992) noticed the possibility of using mechanism design for pollution control.
  Instead of a tax or standard, a regulator could allow the polluters to chose from a menu of abatement standards and lump-sum subsidies.  Under some circumstances, this mechanism will cause the truthful revelation of the firm’s private information about costs and also lead to the first-best level of effluent.

The preceding articles are premised on the assumptions that the objective of pollution control is to maximize the expected surplus net of expected costs and that all decisions are made before the state of nature is known.  In that case, expected surplus less costs is the correct measure.  When financing for projects is state-contingent or some decisions can be made after the state of nature is revealed, however, the objective function is quite different.  With state contingent funding—for instance, a consumer pays different amounts for a flood control project depending on the weather—the choice of funding mechanism contributes to the value of the project.  Graham (1981) advocated measuring benefits under the optimal choice of funding mechanism, rather than the actual choice (see also Graham 1984, Mendelsohn and Strang 1984, and Smith 1987).  
With the ability to act after the state of nature is known, the optimal time to act is delayed (MacDonald and Segal 1986), while the value of the action is increased over what it would be if the decision were made before the information were revealed.  The value specifically attributable to the ability to act after information becomes known is termed quasi-option value (Arrow and Fisher 1974, Hanemann 1986).  The Handbook chapter by Anthony Fisher and Michael Hanemann reviews this and related concepts of risk and uncertainty used in environmental economics.  The ability to change policy in response to new information can influence both the level of policy and the timing of its implementation.  For instance, if the expected costs and benefits, based upon current information, were slightly positive for hard-to-reverse actions to prevent global warming, then waiting for further information on the benefits and costs of control might be preferable to regulating immediately.


Papers by Newell and Pizer (1998), Hoel and Karp (1998), and Karp and Zhang (1999) all contain generalizations of the Weitzman prices versus quantities framework to a dynamic setting.  They maintain the quadratic objective and linear state equation setting of the previous models.  The conclusions are, as in the prices versus quantities literature, that steeper marginal damage or flatter marginal abatement costs favor quotas.  New to the dynamic setting is that a higher discount factor or a lower decay rate for the stock pollutant favors the use of quotas.  Hoel and Karp, in reviewing these other papers, note that the conclusions are ordained by the linear quadratic framework with an additive uncertainty in the marginal abatement cost.  Therefore, they investigate a model in which the slope of the marginal abatement cost is the random element.  They then simulate their model with data for global warming and come to the conclusion that, just as in the additive model, taxes dominate quotas.  

In sum, if a regulator has incomplete information about the benefits and costs of pollution control, then the resulting uncertainty can influence the choice of optimal regulatory instrument.  While a standard provides more certainty over the level of damages, a tax provides more flexibility in abatement and thus lower costs.  The relative slopes of the marginal damage and marginal cost curves, along with the correlation between the uncertainty in their positions, influence the choice of instrument.  As noted above, this problem generalizes to situations where a uniform tax or standard must be applied in heterogeneous conditions (as in Mendelsohn 1986) or to dynamic situations.  Finally, being able to change policy over time in response to new information increases the options available for policy and can thus increase welfare.


7.2
Control of nonpoint pollution sources
Pollution control is commonly divided into the control of point and of nonpoint sources of pollution.  This distinction is made on the basis of the possibility of monitoring effluent.  For point sources, effluent can be observed and linked directly to the polluter responsible for it.  Nonpoint source pollution is characterized by an inability either to observe the effluent—for instance, when it enters a river through subsurface flows—or to link the effluent directly to a source—for instance, when subsurface drains collect runoff from farms in addition to the one on which the drains are located.  The point/nonpoint distinction fundamentally depends on the cost of obtaining information.  
The ability to regulate in the manner assumed so far in the chapter is greatly limited when information is available only on, e.g., average effluent by source.  
Some of the proposals for nonpoint source pollution focus on regulating observable goods, including inputs and ambient quality.  As discussed above, optimal regulation based on inputs requires tremendous information about individual polluters, in particular the effect of using one more unit of each input by each polluter.  With N polluters each using some subset of M inputs, optimal regulation might entail N ( M taxes or standards (Griffin and Bromley 1982).  In a case study of two inputs on two soil types, however, Helfand and House (1995) found that a uniform input regulation (either a tax or a standard) was not very inefficient if it was chosen carefully.  Segerson (1988) identified a tax/subsidy scheme targeted toward ambient water quality that could achieve efficient abatement.  It required the same penalty for all polluters, regardless of the marginal damages each caused, because of the public bad characteristics of pollution (being a relatively clean polluter would provide no advantage unless ambient quality improved sufficiently).  The simplicity of the measure, while desirable from an administrative standpoint, could also make the measure difficult to implement politically, given the equal penalization of big and small polluters.


A regulator is obviously at an informational disadvantage relative to the nonpoint polluter, who knows more about its behavior.  Incentive-compatible mechanisms can be designed to encourage polluters to reveal polluting behavior.  Wu and Babcock (1996) suggest a “green payments” scheme that provides polluters (farmers, in their model) with that incentive.  Subsidies are necessary in their model because participation is voluntary, and the payments must increase with the level of restriction imposed.  Farmers who declare that they have more productive land must receive lower payments but must be allowed to use more of the polluting inputs than those who claim less productive land, to avoid moral hazard.  While the scheme is not as efficient as a pollution tax, the inability to implement a pollution tax in this context necessarily forces consideration of second-best approaches.

7.3
Imperfect monitoring and enforcement

Monitoring is rarely perfect even for pollution from point sources,
 because it is costly to regulators.  As a result, firms do not always comply with environmental requirements.  Given that it is reasonable to assume that polluters know more about their behavior than regulators, it is also reasonable to expect that polluters might at times choose to violate an environmental policy in order to reduce costs, under the assumption either that they are unlikely to be caught or that the penalty will not be severe if they are caught. 
Becker (1968) provides an early, static enforcement model.  The model examines the implications of penalties and probabilities of detection on violations.  It assumes that higher penalties and higher probabilities of detection both decrease the likelihood of violations.  This model does not capture the realities of environmental enforcement very well, however.  Harrington (1988) points out three common observations in the empirical literature.  First, regulators consider pollution sources to be in compliance most of the time.  Second, they monitor firms infrequently.  Finally, when regulators find violations, they rarely impose monetary fines or penalties.  A goal of the environmental enforcement literature has been to explain these phenomena.

Harrington (1988) presents a game-theoretic model to explain regulators’ behavior.  His enforcement model is a repeated game with restricted penalties and binary compliance.  He shows that a regulator can maximize steady-state compliance by using a state-dependent enforcement plan.  The regulator puts firms into two groups: firms that complied in the previous period (group one), and firms that were not in compliance in the previous period (group two).  Group one firms are not penalized if they are found in violation, while firms in group two receive the maximum penalty.  This state-dependent enforcement system provides the regulator with “penalty leverage” over firms in group two.  The benefit of compliance for a group two firm is two-fold: not being penalized in the current period, and the leniency that results from being moved into group one in the next period.  In state-independent enforcement models, this penalty leverage does not exist. 
Several studies have expanded Harrington’s model and offered different explanations of the enforcement situation.  Raymond (1999) adds asymmetric information about compliance costs to Harrington’s model.  He shows that additional assumptions must be made for Harrington’s model to hold when compliance costs differ among firms and are unknown to the regulator.  He shows that, if the number of firms with high compliance costs is large, then the zero penalty for group one firms will induce some high-cost violators in both groups to switch to being compliers in the second group.  If instead the number of firms with low compliance costs is large, then, unless the group one penalty is set at the maximum, some firms will shift from complying in both groups to cheating in group one and complying in group two.  Raymond’s model is thus consistent with the empirical literature if many firms have high compliance costs. 

Heyes and Rickman (1999) explain the empirical evidence by using a slightly different model than Harrington’s.  In their model, the regulator enforces multiple rules on the same firm.  They show that the regulator can increase compliance by some firms by allowing violations without penalties for some regulations in exchange for compliance with other regulations.  They call this “regulatory dealing.”  They find that citizen suits brought against noncompliant firms have an ambiguous impact on regulatory dealing: the suits reduce the potential “bribe” that the regulator must offer to induce compliance, but they also reduce the number of firms that will increase violation. 
As an alternative or a supplement to monitoring by the regulator, many environmental policies require self-reporting, including the U.S. Clean Air and Clean Water Acts.  Malik (1993) explores these self-reporting requirements.  He uses a principle-agent framework and compares the optimal regulatory policies with and without self-reporting.  He finds that, with self-reporting, firms can be monitored less often, but they must be punished more frequently when they are caught violating.  He finds that self-reporting ambiguously affects the social costs of enforcement, depending on the cost and accuracy of monitoring and the cost and magnitude of penalties.  Self-reporting is more likely to reduce the social costs of enforcement when monitoring accuracy is low or the maximum penalty is low.  

Extending both Harrington’s and Malik’s models, Livernois and McKenna (1999) show that self-reporting requirements can enable a regulator to obtain higher compliance rates with lower penalties.  Lowering the penalty reduces the number of firms that comply, but it increases the number of firms that report truthfully.  The firms who truthfully report violations can then be ordered to comply.  Depending on the number of high- and low-cost compliance firms, setting the penalty to zero can minimize the cost of enforcing a given level of pollution when the cost of switching between compliance and violation is high.
 
Enforcement issues are further reviewed in Heyes (2000).  The general finding, consistent with the results reported above, is that the careful design of monitoring procedures and penalties can reduce the costs associated with those activities while still leading to high levels of compliance.

8
Non-regulatory strategies


The correction of externalities as discussed so far in this chapter has focused on the government intervening in private markets through such regulatory approaches as taxes, permits, and standards.  If the government operates with objectives other than maximizing social welfare (Peltzman 1976), however, then there is no guarantee that government intervention will achieve the social optimum.  Moreover, the second-best arguments of Lipsey and Lancaster (1956-57) and the “double dividend” literature suggest that government interventions might decrease social welfare even if the government’s objective is to improve welfare.  It is therefore useful to consider other possible avenues for achieving environmental protection.  Two possibilities include voluntary environmental compliance programs and the use of courts.

8.1
Voluntary programs


The premise underlying environmental economic analysis is that pollution occurs because polluting is less costly than not polluting.  If that premise is true, then it is hard to imagine that polluters will change their behavior in the absence of legal requirements to do so.  In recent years, however, evidence has emerged that businesses sometimes exceed legal requirements in their environmental performance.  Some empirical studies have investigated the prevalence of such behavior, and a variety of hypotheses have been developed to explain it.

Empirical studies of voluntary overcompliance are relatively recent and gradually growing in number, and they are driving the theoretical discussions.  Some papers, such as Arora and Cason (1995), examine the choice of firms to participate in government-sponsored voluntary overcompliance programs, such as the 33/50 Program sponsored by the U.S. Environmental Protection Agency.  They find that firms with large levels of toxic emissions are more likely to participate in this program.  They consider this result a hopeful sign, since those firms have the greatest potential for reductions in emissions.  

Other papers, such as Hamilton (1995), Konar and Cohen (1997), and Khanna et al. (1998), look at the effect of publicizing information on firms’ emissions.  The Toxics Release Inventory (TRI) in the United States provides information on the emissions of a large list of toxic substances by each source over a specified size.  These papers all examine the effects of the release of this information on firms’ stock market performance.  Hamilton found that release of TRI information reduced high-polluting firms’ stock market values.  Konar and Cohen found that firms that experienced a strong stock market decline after the release of TRI data subsequently reduced their emissions more than other firms.  Khanna et al. found that, in response to stock market losses due to TRI information, firms reduced their on-site emissions by transferring the waste to other facilities (off-site transfers).  The net effect was little reduction in total waste, although off-site transfers were likely to be for safer recycling or treatment.

Lyon and Maxwell (1999) offer several reasons for firms voluntarily undertaking environmental protection beyond their requirements.  First, firms might be able to cut costs by improving their environmental performance.  Porter and van der Linde (1995) argue that pollution is a signal that firms are inefficient, because it indicates that polluters are not getting the greatest output from their production practices.  They suggest that firms have ample opportunities to improve their environmental performance and to improve their profitability at the same time, and they argue that firms who do not take advantage of these opportunities will be driven out of business by firms that do.   Palmer et al. (1995) dispute this theory, arguing that businesses are in fact very smart about their resource allocations.
Second, firms might benefit from the favorable public image that being “greener” provides.  In some cases businesses might find a marketing advantage:  if consumers are willing to pay a premium for goods produced in more environmentally sensitive ways, then there is likely to be a profitable niche for greener businesses.  

Third, firms might be playing a strategic game with regulators.  In Segerson and Miceli’s (1998) view, firms undertake voluntary effluent reductions to avoid the imposition of mandatory controls, which are presumed to be more costly for a given level of abatement.  Wu and Babcock (1999) add the possibility that the regulator might provide a positive incentive to cooperate, such as the provision of technical expertise in pollution reduction.  When the regulator provides such a service at a lower cost than the firm can, then the firm has further reason to join a voluntary agreement. 

Fourth and finally, firms might be playing a strategic game with their competitors, using overcompliance as a strategic tool.  For instance, suppose a firm develops a new technology to achieve higher environmental standards.  Even if that technology is more expensive than existing ones, it might confer on the early innovator an advantage over other firms if it becomes the basis of a regulatory requirement.  This hypothesis is an example of Salop and Scheffman’s (1983) argument that an action, even if costly, can benefit a firm if it makes the firm’s competitors even worse off. 



Voluntary environmental performance is a tantalizing notion.  For a variety of reasons, some firms appear to be doing on their own what, in the past, they would have done only under  threat of law.  Indeed, as noted, one reason for voluntary action might be the fear of more stringent regulation.  Firms’ actions can perhaps be considered experiments.  After many years of actively opposing many environmental requirements with limited success, some businesses appear to be wondering if there are entrepeneurial opportunities to be found in being green. 
 While some anecdotal evidence indicates that firms have increased profits through improvements in environmental performance, other anecdotes suggest that these “win-win” opportunities are limited (Lyon and Maxwell 1999).  On balance, the evidence at this point does not support the notion that polluters will consistently reduce their effluent without government regulations and programs to encourage this behavior.
8.2
Using courts to enforce rights

As described in section 3.2, Coase argued that defining rights for environmental goods might be sufficient for achieving pollution abatement without environmental regulation.  As long as all parties recognize and honor the initial allocation of rights and can negotiate, and as long as the costs of negotiation are smaller than the gains from negotiation, then negotiations should yield the social optimum.  No government role should be necessary other than defining and enforcing rights; in particular, courts would be needed to enforce property rights if disputes arose.

The list of qualifications above suggests the problems with this approach.  As described in section 3, the receivers of pollution are usually consumers of a public bad, which is nonrival in consumption; what one receives, all receive.  In this case, negotiations among effluent receivers will not achieve an efficient allocation among receivers: some will want lower pollution levels than others and will be willing to pay, but the fact that pollution is nonrival will prevent that outcome from occurring.  Similarly, if a receiver pays a polluter for additional abatement, all receivers will benefit equally.  This nonrivalry in consumption explains why free trade in a public bad will not achieve the social optimum.

Additionally, it becomes very difficult for negotiations to occur without significant costs, either among recipients of pollution or between recipients and polluters, because of the large numbers of people involved.  When it is costly to conduct the negotiations or to enforce a right, Coase himself points out that the initial allocation of rights can influence the overall efficiency of the system.  Farrell (1987) notes that even costless negotiation is unlikely to achieve the social optimum because of gaming by participants.  The easiest case to analyze is one in which: (i) the costs of changing the allocation of pollution are greater than the maximum area between the two marginal payoff curves, (ii) property rights can be assigned with only very crude instruments (e.g., the property rights all go either to agent 1 or agent 2), and (iii) reassignment (but not negotiation) is costly.  Under these assumptions, the initial allocation influences the welfare loss.  If the deadweight loss from assignment to agent 1 is much less than that of assignment to agent 2, then the socially efficient outcome is to permit pollution rather than to ban pollution.  

A less crude instrument is the assignment of liability.  If a polluting firm were liable for the damages from pollution, it would pollute until the marginal costs of abatement exceed the marginal damages it imposes on others, and it would pay compensation for the damage resulting from that amount of effluent.  This solution requires well-defined rights and low-cost enforcement of those rights.  For most environmental goods, rights are not well defined and cannot be well defined, due to the problem of nonrival bads.  Enforcement, typically via the courts, is rarely costless and is not even certain, due to imperfections in the legal system (Shavell 1984).
Additional problems can arise due to the combination of nonconvexities and bankruptcy.  The Coasean solution relies on the desirability, to both parties, of negotiating to the optimum.  In the case of a nonconvexity (see section 5.6), the optimal solution might be at a corner—zero pollution or the unregulated, maximum amount—instead of an interior solution.  Assume that zero pollution is optimal and that the victim of the pollution has an unambiguous right to a clean environment.  Suppose also that the polluter can declare bankruptcy if marginal costs become too high.  This last assumption makes the firm “judgment proof,” because its assets are worth less than the damages for which it is liable.  In that case, rather than negotiate, the firm might choose to pollute as much as it likes; when the victim of the pollution seeks compensation for damages, it could declare bankruptcy, leaving a legacy of pollution without recompense.  Bankruptcy allows the firm to avoid paying the full consequences of its actions, and so pollution exceeds the social optimum.  Increasing the level of liability can, in some situations, decrease the effort of a judgment-proof firm to reduce damages (Pitchford 1995), for example, when the firm is financed by debt and liability is increased for the lender.

9
Conclusion


Environmental economics theory grows out of the analysis of the failure of private markets to provide efficient amounts of environmental goods.  As a result, it pays much attention to ways that governments can improve welfare by intervening in markets.  Many of the regulatory approaches proposed in the environmental economics literature seek to correct market failures by creating markets where they did not previously exist (e.g.,  by using taxes to stand in for missing prices), thus simulating the effects of markets.  These m
arket-based approaches are often discussed without differentiation as clearly superior to standards.  Their advantages are well-known and strongly advocated.  They all create incentives for firms to abate without either mandating a specific abatement method or allocating firm-specific amounts of abatement.  By leaving this flexibility, they all permit achievement of an aggregate pollution target at lower aggregate cost than a uniform standard (i.e., they are more cost-effective).  Nevertheless, different market-based instruments do differ from each other in ways that influence both partial-equilibrium and general-equilibrium outcomes.  Moreover, standards are frequently not as poorly designed as the economics literature suggests
.


One of the prerequisites for well-functioning markets is the explicit creation and allocation of property rights.  Markets have failed for environmental goods because of the inability, in most cases, to define rights, due to the nonrival or nonexclusive nature of the goods. Pollution regulations, whether market-based or command-and-control, implicitly define rights and thus have significant distributional consequences.  They affect polluters’ profits and thus entry/exit in a regulated industry.  While distribution can therefore affect efficiency, its political effects are probably more important, by influencing the acceptability and feasibility of regulatory programs.  Distribution influences the politics of instrument choice and might even influence the target level of pollution.  Models that focus only on the short-term allocational effects of regulatory instruments might not explain either longer run efficiency impacts or the political process.

Relying on firms to reduce pollution voluntarily or, following the Coase Theorem, through negotiations to allocate pollution rights are two approaches that do not require explicit government regulatory programs.  The former requires the existence of ways for businesses to improve both environmental performance and profits, while the latter requires explicit definitions of rights and a legal system to enforce those rights.  While both are applicable in some circumstances, neither can likely serve as an adequate substitute for government programs, because the assumptions required to make them work do not hold very broadly.


For the most part, this chapter has reviewed the effects of different pollution policies in a context where markets are otherwise functioning well.  The requirements for inferring conclusions about global efficiency from this scenario of limited market failure are, in fact, very steep: as Lipsey and Lancaster point out, imperfections in one market can cause correction of a market failure in another sector to make society worse off.  Indeed, the double dividend literature has emphasized that, through their impacts on flows of government funds and relative prices, pollution control instruments influence and are influenced by the existence of other taxes.
Because of the number, variety, and interconnectedness of environmental problems, second-best problems and other policy spillovers must be considered a likely possibility.  For instance, regulation of one pollution medium, such as water, might lead to increased pollution in another medium, such as land or air; or, regulating one toxic substance might lead to substitution toward an unregulated but possibly worse toxic substance.  These concerns suggest that regulating at a very aggregate level, such as pollution damages, might be preferable to regulating at a lower level, such as effluent or polluting inputs.  On the other hand, the feasibility and enforceability of regulating at these lower levels is often much higher.  Design of environmental policy must consider tradeoffs among the various monitoring and enforcement difficulties involved in implementation.
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Figure 1:  Gains from Coasean negotiations


Figure 2:  Weitzman’s Prices vs. Quantities
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� Relativity argues, via Einstein's famous equation E = MC2, that energy and mass can be converted into each other.  Nuclear reactions are the primary example of this.  In most other applications, assuming that mass and energy are conserved individually is adequate.


� A more general formulation is the implicit production function 0 = F(q,a,x), which .  This formulation implies that it is possible to change q and a while holding x constant, while in practice setting x determines q and a (unless technology changes).  For our exposition, tThis seeming increase in generality is unlikely to provide additional insight and might may in fact produce confusion.


� The magnitude of C�qa (though not the sign) is restricted by the second-order conditions for profit maximization.  If the solution q*, a* is a unique maximum to the profit maximization problem, then CqqCaa -(  (Cqa)2 ( 0.  If this condition does not hold, there may not be a unique solution to this maximization problem.


� The same diagram and conclusions apply to the case of two polluters.  In that case, T is the total allowable effluent from the two producers, a is the first polluter’s initial share, and T-a is the second polluter’s share.  The benefits to trading are the integral of the difference between the two marginal payoff curves, taken between the initial allocation of rights and a*. 





� Ozone might be the exception that proves the rule, in that it cannot be modeled other than as the result of interactions of nitrogen oxides and ROG.


� Shibata and Winrich (1983) noted that the equality was a special case, not the general case, and used a very different model from the one presented here.


� Let  be the second-order condition for the maximization of welfare overn ( and q with a fixed.  This second-order condition is positive and the same as the determinant of the Jacobian matrix of partials from the first-order conditions p = C�q and D - p = 0.  The expression d(/da = [(p'-Cqq) Da +p' Cqa]/ > 0.


� The Handbook chapter on valuation of health risks by W. Kip Viscusi and Ted Gayer reviews methods for estimating the impacts of pollution on physical measures of health.


� The standard proposed by the U.S. EPA was actually not zero.  EPA argued that the health effects of pollution below its standard were not very high.


� Shibata and Winrich noted that the equality was a special case, not the general case, and use a very different model from the one presented here.


� Let  be the second-order condition for the maximization of welfare on ( and q with a fixed.  This second-order condition is positive and the same as the determinant of the Jacobian matrix of partials from the first-order conditions p = C�q and D - p = 0.  The expression d(/da = [(p'-Cqq) Da +p' Cqa]/ > 0


� The term “market-based instruments” usually encompasses a range of instruments in addition to pollution taxes and marketable permits (e.g., taxes on polluting inputs).  See the Handbook chapter by Robert Stavins.


� The Handbook chapter by Robert Stavins reviews global experience with pollution taxes and other market-based instruments.


� A formal analysis swer of to this issue question is provided by in Diamond and Mirrlees's model of optimal taxation with a public good.  Bovenberg and Goulder (1996) carry out the algebra for the specific case of a pollution tax, and they also provide some numerical estimates from a computable general equilibriumgeneral-equilibrium model.  Their estimates that show that, in the presence of an income tax,  that the optimal tax rate is far less than the Pigouvian tax rate, in the presence of an income tax.


� A formal analysis swer of to this issue question is provided by in Diamond and Mirrlees's model of optimal taxation with a public good.  Bovenberg and Goulder (1996) carry out the algebra for the specific case of a pollution tax, and they also provide some numerical estimates from a computable general equilibriumgeneral-equilibrium model.  Their estimates that show that, in the presence of an income tax,  that the optimal tax rate is far less than the Pigouvian tax rate, in the presence of an income tax.


� Because income is all from labor and is spent on the clean and dirty good, the same budget constraint results whether labor is taxed at rate t or both other goods are taxed at the rate (1-t)-1.


� In this context, a cap-and-trade marketable permit program is a quantity-based instrument, because it fixes the total quantity.


� The asymmetry in information can come about because the regulator cannot learn everything there is to know about the cost function or because the regulator does not think this knowledge is worth the cost of acquiring.  A solution identical to the asymmetric information solution can also come about when the regulator is compelled to treat a class of firms alike, even if it knows they are not alike.


� While the argument is phrased as referring to a standard, it is perhaps more accurate to consider it a marketable permit scheme with a fixed total level of effluent (abatement).  Because most standards systems result in higher aggregate costs of abatement than incentive approaches, as previously discussed, the cost of abatement cost curve is likely to be different under a standard, but it will be the same under a tax and a permit and a tax scheme but .different under a standard.


� Weitzman’s paper is written in terms of a general planning problem. His notion of benefit is –D here.  The diagrammatic exposition that follows is used in Adar and Griffin and in Stavins (1996).


� The Handbook chapter by Eric Maskin and Sandeep Baliga reviews the mechanism design literature from the standpoint of environmental regulation.


� See the chapter on the economics of climate change by Charles Kolstad and Michael Toman.


� The ability to monitor sulfur dioxide emissions continuously has contributed to the success of the marketable permit program for this pollutant in the U.S. (Schmalensee 1998 et al. 1998).
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