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## I. Introduction

## A. Motivation and Purpose

This paper addresses two questions: (1) How do measures of urban sprawl-measures that describe the spatial distribution of population and jobs-housing balance-affect the annual miles driven and commute mode choices of U.S. households? (2) How does the supply of public transportation affect miles driven and commute mode choice? In the case of public transit we are interested both in the extent of the transit network (annual route miles supplied for rail and bus) and also in the proximity of transit to people's homes (distance to the nearest transit stop).

Two issues motivate our work. The first is a concern that subsidies to private home ownership and a failure to internalize the negative externalities associated with motor vehicles have caused urban areas to be much less densely populated than they should be (Brueckner 2000; Wheaton 1998). This has, in turn, further exacerbated the negative externalities associated with motor vehicles (especially air pollution and congestion) by increasing annual miles driven (Kahn 2000). The important question is: How big is this effect? How much has sprawl increased annual miles driven, either directly, by increasing trip lengths, or indirectly, by making public transportation unprofitable and thus reinforcing reliance on the automobile?

The second motivation is more policy-oriented. If it is a social goal to reduce the externalities associated with motor vehicles, and if there is a reluctance to rely on price instruments such as gas taxes and congestion taxes, could non-price instruments be effective in reducing annual VMTs? Increasing the supply of public transportation is one policy option, i.e., increasing route miles or the number of bus stops (see, for example, Baum-Snow and Kahn 2000, Lave 1970); another option is to change zoning laws to reduce sprawl or improve jobs-housing

[^0]balance (see Boarnet and Sarmiento 1996, Boarnet and Crane 2001, Crane and Crepeau 1998). Our estimates of the quantitative impact of various measures of sprawl on annual household vehicle miles traveled (VMTs) are suggestive of the magnitude of effects that one might see if these measures could be altered by policies to increase urban density. We also predict the impact of policies that increase transit availability on both average annual VMTs and on the percentage of commuters who drive.

## B. Approach Taken

We address these issues by adding city-wide measures of sprawl and transit availability to the 1990 Nationwide Personal Transportation Survey (NPTS). The survey contains information on automobile ownership and annual miles driven for over 20,000 U.S. households. It also contains information on the commuting behavior of workers within these households. For NPTS households living in 119 Metropolitan Statistical Areas (MSAs) we construct city-wide measures of the spatial distribution of population and of jobs-housing balance. Our population centrality measure plots the cumulative percent of population living at various distances from the CBD against distance (measured as a percent of city radius) and uses this to calculate a spatial GINI coefficient. Our measure of jobs-housing balance compares the percent of jobs in each zip code of the city with the percent of population in the zip code. It captures not only availability of employment relative to housing, but the availability of retail services to consumers.

To characterize the transport network we compute city-wide measures of transit supplyspecifically, bus route miles supplied and rail route miles supplied, normalized by city area. The road network is characterized by square miles of road divided by city area.

A key feature of our sprawl and transport measures is that they are exogenous to the individual household. This stands in contrast to the standard practice in the empirical literature. Studies that examine the travel behavior of individual households have often characterized urban
form using variables that are clearly subject to household choice. The population density of the census tract or zip code in which the household lives is often used as a measure of urban sprawl (Train 1986; Boarnet and Crane 2001; Levinson and Kumar 1997), and the distance of a household's residence from public transit as a measure of availability of public transportation (Boarnet and Sarmiento 1996, Boarnet and Crane 2001). Coefficient estimates obtained in these studies are likely to be biased if people who dislike driving locate in high-density areas where public transit is more likely to be provided. In addition to using city-wide measures of sprawl and transit availability, we address the endogeneity of "proximity to public transit" by instrumenting the distance of the household to the nearest transit stop.

We use these data to estimate two sets of models. The first is a model of commute mode choice (McFadden 1974), in which we distinguish 4 alternatives-driving, walking/bicycling, commuting by bus and commuting by rail. We estimate this model using workers from the NPTS who live in one of the 28 cities in the U.S. that have some form of rail transit. The second set of models explains the number of vehicles owned by households and miles driven per vehicle. These are estimated using the 7,798 households in the NPTS who have complete vehicle data and who live in one of the 119 MSAs for which we have computed both sprawl and transit variables.

## C. Results

Our preliminary results suggest that urban form and public transit supply have a small but significant impact on travel demand. In the mode choice model, a $10 \%$ increase in jobs-housing imbalance increases the probability of taking private transport to work by 2.1 percentage points. A $10 \%$ increase in population centrality reduces the probability of driving to work by 1.3 percentage points. In cities with rail, a $10 \%$ increase in rail supply implies a reduction in the probability of driving of 2.5 percentage points. These effects are relatively large compared with

[^1]the effects of individual characteristics. For example, the impact of a $10 \%$ increase in jobshousing imbalance on the probability of driving is twice as large (in absolute value) as an increase in income of $10 \%$.

The impact of urban sprawl (population centrality) on annual household VMTs appears to occur primarily by influencing the number of cars owned rather than miles traveled per vehicle. Specifically, a $10 \%$ increase in population centrality increases the probability that a household will not own a car by one percentage point (from 0.16 to 0.17 in our sample). This, however, implies a rather small decrease in expected miles driven by a randomly chosen household in our sample; viz., a reduction of approximately 88 miles from a base of about 18,000 miles annually. Our other measure of sprawl, jobs-housing imbalance, has no impact on the number of vehicles owned and a very small impact on miles driven per vehicle (for two-car households only), a result that accords with Guiliano and Small (1993). In contrast, the supply of rail transit (route miles supplied) affects both the number of vehicles owned and miles driven per vehicle, conditional on a city having rail transit. The elasticity of VMTs with respect to rail supply is, however, small (about -0.10 ) as is the impact of distance to the nearest transit stop, properly instrumented, on VMTs (elasticity of 0.21 ).

The rest of the paper is organized as follows. Section II describes our measures of population centrality and jobs-housing balance, and compares these measures with traditional sprawl measures. It also describes our city-wide transit variables and as well as our instrument for proximity to pubic transportation. Section III presents the results of our commute mode choice model, and section IV our model of automobile ownership and VMTs. Section V concludes.

## II. Measures of Sprawl and the Transport Network

## A. Population Centrality

Glaeser and Kahn (2001) describe the spatial distribution of population in a city by plotting the percent of people living x or fewer miles from the CBD as a function of x (distance from the CBD). The steeper this curve is, the less sprawled is the city. Our measure of population centrality is a variant on this approach: We plot the percent of population living within x percent of the distance from the CBD to edge of the urban area against x and compute the area between this curve and a curve representing a uniformly distributed population. ${ }^{6}$ (See Figure 1.) For the urban areas we use the urbanized portion of the MSAs in our sample as defined by the Census in 1990. Our reason for using the percent of maximum city radius (rather than absolute distance) on the x -axis is to ensure that our measure is not biased against large cities.

Figure 1 illustrates our measure. The horizontal axis measures distance to CBD as a percent of maximum city radius and the vertical axis the cumulative percent of the population. In the city pictured here, 45 percent of the population lives within 10 percent of the distance from the CBD to the edge of the urbanized area, and 90 percent of the population lives within 40 percent of this distance. This curve is compared to the 45-degree line, which corresponds to a city in which population is uniformly distributed. Our population centrality measure is the area between the two curves. Population centrality thus varies between 0 (for a perfectly sprawled city) to $1 / 2$ (for a city with all population residing at the CBD). Larger values of the measure thus imply a more compact city.

[^2]
## B. Jobs-Housing Imbalance

The location of employment relative to housing may affect both commute length (which accounts for $33 \%$ of miles driven in the 1990 NPTS) as well as the length of non-commute trips. ${ }^{4}$ To measure the balance of jobs versus housing we calculate the percent of total population and the percent of total employment located in each zip code in the urbanized portion of each MSA. The absolute difference between the two percentages is calculated and normalized by the percent of population in the zip code. This balance measure must lie between 0 (perfect balance) and 1 (perfect imbalance). We use the median value of the measure across all zip codes to measure job-housing imbalance. (Imbalance since higher values imply greater imbalance.) ${ }^{6}$

Our jobs-housing imbalance measure has several shortcomings. It is clearly sensitive to the size of the geographic units used. Since zip codes are the only units for which we were able to obtain employment data, we have tried to minimize this problem by taking the median of the jobs-housing imbalance measure across zip codes. A second problem is that our employment data, which come from 1990 Zip Code Business Patterns (U.S. Census Bureau), exclude government workers and the self-employed.

How different are our measures from traditional measures of urban sprawl? Urban sprawl is often measured using average population density in a metropolitan area or the slope of an exponential population density gradient. As Malpezzi (1999) and Glaeser and Kahn (2001) have pointed out, exponential population density gradients typically do not fit modern cities very well; hence we have chosen not to use this measure. Average population density is clearly a blunt measure of sprawl, and is only weakly correlated with population centrality $(\mathrm{r}=0.164)$. Indeed, a

[^3]regression of population centrality on land area, population and population density using the 122 metropolitan areas for which we have computed both population centrality and jobs-housing imbalance $e^{\sigma}$ yields an $R^{2}$ of only $0.08 .^{\square}$ In our analyses below, we control for land area (area of the urbanized portion of the MSA) and population density when examining the impact of our sprawl measures.

Table 1 further illustrates the fact that population centrality and jobs-housing imbalance capture different aspects of sprawl than average population density. ${ }^{8}$ Using a rank of " 1 " to indicate the least sprawled MSA in our sample, Table 1 compares the rankings of selected cities based on our measures of sprawl against rankings based on population density. The New York MSA (which includes Northern NJ and Long Island) is, not surprisingly, the $3^{\text {rd }}$ least sprawled MSA based on population density. It also ranks high in terms of population centrality; however, it is squarely in the middle of our 122 cities in terms of jobs-housing balance-as the $62^{\text {nd }}$ most balanced city. San Diego, which is the $8^{\text {th }}$ least sprawled city based on population centrality and the $15^{\text {th }}$ least sprawled based on population density, ranks as the $120^{\text {th }}$ least balanced city in terms of our jobs-housing balance measure. The table thus illustrates the fact that our measures capture dimensions of the urban structure that are missing in the population density measure.

## C. Measures of the Extent of the Transport Network and Transit Availability

Reliance on public transportation, whether for commute or non-commute trips, depends on both the extent of the transport network and the proximity of transit stops to housing and work locations. We measure the extent of the public transport network by the number of bus route miles supplied in 1990, divided by the size of the urbanized area (in $\mathrm{km}^{2}$ ), and by the number of

[^4]rail route miles supplied in 1990, divided by the size of the urbanized area. The extent of the road network is measured by lane density—miles of road multiplied by average road width (for different categories of road) divided by the size of the urbanized area (in $\mathrm{km}^{2}$ ).

In other travel demand studies, proximity to public transportation is usually measured by a household's distance to the nearest transit stop (Walls, Harrington and Krupnick 2000). This measure is likely to overstate (in absolute value) the impact of transit availability on mode choice since households that plan to use public transit frequently will locate near bus and metro stops. To handle this problem we construct the following instrument. For each household we identify the set of census tracts where the household could afford to live in the city in which it currently lives. This is the set of tracts that have median household income, based on 1990 Census data, less than or equal to the household's own income or to the median income of the zip code in which the household currently lives. ${ }^{4}$ Unfortunately we cannot measure the number of transit stops in each census tract. What we can measure is the percent of people in each tract who usually rode public transportation to work in 1990. We average this number across all tracts that household i can afford. Our instrument is obtained by regressing household i's distance to the nearest transit stop on the average transit usage variable.

Table 2 presents summary statistics for our sprawl and transit measures for the 119 cities in our sample that have data on both sets of variables. Not surprisingly, the supply of non-rail transit is twice as great in the 28 rail cities in our sample as in the other 91 cities, suggesting an attempt to link rail and bus networks. Average distance to the nearest transit stop (as originally reported and in instrumented form) is also lower in rail than in non-rail cities. The higher lane density in these cities presumably reflects the fact that rail supply and lane density are both positively correlated with population density.

## III. Commute Mode Choice Models

We link the measures of sprawl and transit availability described in the last section with the 1990 Nationwide Personal Transportation Survey (NPTS) to estimate their impact on the choice of "usual mode" of commute to work.

## A. The NPTS Worker Sample

The 1990 NPTS consists of 22,317 households living in urban and rural areas of the US. 10,349 of these household lived in the urbanized portion of the 119 metropolitan areas for which we have data on both sprawl and transport measures. These households constitute our core sample. To obtain significant variation in commute mode choice, we decided to focus on only those cities with some rail transit, which reduced the sample to 28 cities. The 5,430 workers in our sample households in these cities are used to estimate multinomial logit models of commute mode choice. We distinguish four usual commute modes-private transportation, non-rail transit, rail transit and non-motorized transit. Table 3 shows the percent of workers using each mode. The percent of workers using private transport (77.2\%) is lower than the average for all workers in the NPTS (86.5\%) This is in part because we are focusing on cities with rail transit and in part because workers in the New York metropolitan area constitute $20 \%$ of our sample. ${ }^{-1}$ Between 7 and 9 percent of our sample uses public transit ( $7.2 \%$ for bus; $8.6 \%$ for rail), while approximately 7 percent either bikes or walks to work.

Table 3 also presents mean respondent characteristics by usual commute mode. Bus riders have significantly lower incomes, on average, than people who drive or take the train to work. They also have significantly less education and are more likely to be black than workers who drive or walk to work. The racial differences across transit modes are indeed striking:

[^5]whereas $79 \%$ of persons who drive to work are white, only $49 \%$ percent of bus riders are white and only $54 \%$ of train riders are white. Rail riders have incomes only slightly below those of persons who drive to work, but have fewer children. The last row of the table suggests that riders of public transit self-select to live near public transit. The average distance to the nearest transit stop is 2-3 blocks for rail and bus riders, but over 13 blocks for commuters who drive.

Results for our commute mode choice equations appear in Table 4. In all models the omitted mode is driving to work; hence all coefficients should be interpreted relative to this category. In contrast to the mode choice literature, which emphasizes the impact of time and money costs on mode choice, we examine solely the impact of family and worker characteristics, as well the impact of sprawl and transit availability on usual commute mode. The three equations in the table differ in their representation of urban sprawl and the transit network. Equation (1), which measures sprawl by average population density and the area of the urbanized portion of the MSA, and transit availability by (uninstrumented) distance to the nearest transit stop, is a "traditional" equation against which we measure our results. Equation (2) replaces the endogenous measure of transit availability with city-wide measures of road density and rail and bus route miles supplied. Population centrality and jobs-housing balance are also added to the equation. Equation (3) adds our instrument for distance to the nearest transit stop to equation (2).

The household characteristic results largely mirror Table 3 . Workers in higher income households are less likely to ride public transportation or walk than to drive, and workers who are white are significantly less likely to ride public transit than to drive. Being female increases a worker's chances of riding public transit, and having more education increases the chances that a worker takes rail or walks to work.

[^6]From the perspective of sprawl and transit availability, three results stand out: (1)
Densification of the rail network increases the probability that a worker does not drive to work, with the strongest effect occurring for persons who take rail to work. ${ }_{\text {(2) Increasing the supply }}$ of non-rail transit increases the chances that this mode is used, but the effects are not as pronounced as for rail. (3) People are more likely to ride the bus, or bicycle or walk to work the less sprawled the city is (in terms of population). (4) People are less likely to use non-driving modes the greater is jobs-housing imbalance. It is also interesting to note that the traditional measures of sprawl—land area and average population density are either insignificant or have the wrong sign.

As equation (3) indicates, when we add the instrumented distance to the nearest transit stop to equation (2), being farther from a transit stop significantly reduces the probability of taking bus or rail, and our variables of interest maintain their significance.

To see the quantitative impacts of the coefficients in the multinomial logit model, we have computed the impact on the probability of driving of a $10 \%$ change in each of the variables of interest. For example, we increase job-housing imbalance by $10 \%$ in all cities and see how this alters the probability of each worker in our sample choosing each mode. The average change in the probability of driving is shown in Table 5.

What is striking is that the impact of a $10 \%$ change in Population Centrality and JobsHousing Imbalance on the probability of driving is larger in absolute value than a $10 \%$ change in income or education, ${ }^{12}$ although smaller than the impact of gender on the probability of driving to work. (Changing the commuter from male to female reduces the probability of driving by 3.0

[^7]percentage points.) The impact of the transit stop variable is less pronounced; however, the effect of the correctly instrumented distance is larger than when uninstrumented distance is used. Clearly one must be cautious in drawing policy implications from a single cross-section, but the results suggest that, for mode choice, the spatial configuration of jobs and population matters, at least in rail cities.

## IV. Models of Automobile Ownership and Annual VMTs

Urban form and transit supply may influence household VMTs either by affecting the number of cars owned and/or the number of miles each car is driven. We therefore estimate a model to explain the number of cars owned and the demand for VMTs per vehicle (Train 1986; Walls, Harrington and Krupnick 2000; West 2000). The model is estimated in two parts. We first estimate a multinomial logit model to explain whether the household owns zero, one, two, or three-or-more vehicles. We then estimate separate equations to explain annual VMTs per vehicle for households that own one, two, or three-or-more vehicles. Because unobservable factors that explain the number of vehicles owned may be correlated with the error terms in the VMT per vehicle equations, we use the selectivity correction approach developed by Dubin and McFadden (1984) to estimate the demand for VMT equations.

These models are estimated using all households in the 1990 NPTS living in the urbanized portions of the 119 MSAs for which city-wide sprawl and transit measures have been computed and for whom complete data on VMTs are available. The subset of these households for which all other household variables are available is 7,798 . It should be noted that the number of households in our 119 cities with complete household data but missing VMT data is considerably larger $(9,719)$, since roughly $20 \%$ of NPTS households in urban areas do not have complete data on miles driven.

Table 6a compares the characteristics of households with and without complete VMT data. The fact that the two samples are so similar in their observable characteristics suggests that VMT data are not selectively missing. ${ }^{13}$ In the sample with complete data, approximately 16 percent of households own no cars, 41 percent own one car, 33 percent own two cars and 10 percent own three or more vehicles. Although annual VMTs per vehicle decline with number of vehicles owned (see Table 6b), on average two-vehicle households drive approximately 10,800 miles per year more than one-vehicle households. Households with three vehicles drive approximately 10,900 miles per year more than two-vehicle households.

## A. Models of Vehicle Ownership

The household's choice of how many vehicles to own is made by comparing the utility it receives from each possible vehicle bundle. ${ }^{14}$ We assume that this depends on household income net of the fixed costs of vehicle ownership, on the price per mile traveled, on household characteristics and on measures of urban form and transit supply. The fixed costs of vehicle ownership include the costs of interest and depreciation on the vehicle, as well as the cost of automobile insurance. The fixed costs of vehicle ownership, which vary by income group, reflect the cost of owning the "typical" vehicle owned by households in the income group. (Appendix C describes our calculation of the fixed costs of vehicle ownership and the price per mile traveled.) Price per mile is the price of gasoline in the household's MSA divided by the average fuel efficiency (miles per gallon) of vehicles owned by households in the household's income group (see Appendix C).

[^8]Table 7 presents three vehicle ownership models. The omitted category in each model is "owns no cars." The three models in the table differ in their representation of urban sprawl and the transit network. As in Table 4, equation (1) measures sprawl by average population density and the area of the urbanized portion of the MSA, and transit availability by (uninstrumented) distance to the nearest transit stop. Equation (2) replaces the endogenous measure of transit availability with city-wide measures of road density and rail and bus route miles supplied. Population centrality and jobs-housing imbalance are also added to the equation. Equation (3) adds our instrument for distance to the nearest transit stop to equation (2).

The impact of household characteristics on vehicle ownership are largely as expected. Having working adults in the household increases the likelihood of vehicle ownership, with the impact of working females being at least as great as the impact of working adult males. Nonworking adults have no effect on the probability of owning one vehicle, but increase the chances of owning two or three vehicles. The logarithm of income net of the fixed costs of car ownership increases the probability of owning a vehicle, with the impact being greater for three or more cars than for two cars, and greater for two cars than for one car. Similar effects are observed for education (measured as years of schooling of the most educated person in the household) and for being white. Interestingly, living in a rainy city increases the probability of owning one, two or three or more vehicles.

Of our two measures of sprawl, only population centrality has a significant impact on the odds of car ownership. Households in less sprawled cities (cities with more centralized populations) are less likely to own one vehicle (compared to none) and less likely to own two vehicles (compared to none). Jobs-housing imbalance, by contrast, is never significantly different from zero at conventional levels.

Among measures of transit, lack of availability of public transit, as measured by instrumented distance from the nearest transit stop, significantly increases the probability of car ownership, for each vehicle category. Greater rail supply reduces the likelihood of vehicle purchase, conditional on a city having a rail system to begin with. ${ }^{5}$

## B. VMTs per Vehicle

Table 8 presents demand functions for VMTs per vehicle, estimated separately for one, two and three-or-more vehicle households. The selectivity correction term added to each equation is based on equation (3) of Table 7, and the same set of variables enter the VMT demand equations as appear in equation (3) of Table 7. Because the demand for VMTs equation fits poorly for three-or-more vehicle households, our discussion focuses on the equations for oneand two-vehicle households.

The impact of household characteristics on VMTs per vehicle is, not surprisingly, different for one- v. two-vehicle households. The number of workers in a one-vehicle household has a stronger effect on annual VMTs than in a two-vehicle household, possibly because only one car is used for commuting in a two-vehicle household. Income (net of the fixed costs of car ownership) and education both increase annual VMTs per vehicle; however, the effect is more pronounced in the case of one-vehicle households.

Our sprawl and transit measures generally have no significant impact on VMTs per vehicle, with the exception of jobs-housing imbalance in the case of two-vehicle households. Increases in rail supply, conditional on the city having a rail system, reduce annual VMTs, but this effect is statistically significant only for one-vehicle households. Although the coefficient of fuel cost per mile is always negative, it is never statistically significant. This is very likely because this variable is measured with error. To avoid endogeneity problems we have divided

[^9]the annual price of gasoline in household i's MSA by the average fuel economy of vehicles owned by households in i's income class. The price of gasoline (averaged across the MSA) divided by the average fuel economy measure is a crude approximation to the price per mile facing an individual household.

What do tables 7 and 8 imply about the net effects of sprawl and public transit on annual VMTs? Table 9a calculates the impacts of the coefficients of the vehicle ownership models on the probability of households owning zero, one, two or three-or-more cars. As in Table 5, we increase each variable in the table by $10 \%$ in all cities and see how this alters the probability of each household in our sample choosing each vehicle bundle. The average changes in the probabilities of vehicle ownership are shown in Table 9a.

The impacts of changes in population centrality, rail supply (conditional on having a rail system) and instrumented distance to the nearest transit stop on vehicle ownership are all small. In absolute value terms, a 10 percent change in each of these variables changes the probability of owning no car by one percent or less. Table 9 b spells out the implications of these changes for the expected number of miles driven for the households in our sample. The largest change in average annual VMTs per household is 388 miles, for (instrumented) distance to the nearest transit stop. This implies an elasticity of VMTs with respect to this variable of 0.22 . The elasticity of VMTs with respect to population centrality and the supply of rail transit are 0.05 and 0.08 in absolute value.

## V. Conclusions

The results presented above suggest that measures of urban sprawl (population centrality), jobs-housing balance and transit availability (rail supply and instrumented distance to the nearest

[^10]transit stop) may have modest effects on the commute mode choices and annual VMTs of U.S. households. The results must, of course, be interpreted with caution-results for commute mode choice are based on only 28 cities with some form of rail transit. Although the results remain significant when the New York City metropolitan area is removed from the sample, coefficient estimates vary depending on whether or not it is included. Results for annual household VMTs are based on a broader sample; however, the sample consists of a single cross-section of households.

It is, nonetheless, of interest to compare our results with other cross-sectional studies that have attempted to estimate the price elasticity of demand for VMTs. This gives some indication of the possible magnitude of the effect of price instruments (e.g., gasoline taxes) v. non-price instruments (policies to reduce urban sprawl or increase public transit supply). Viewed from this perspective, the effects reported in Table 9b do not appear so small. In a recent paper, Parry and Small (2001) report an average estimate of the price elasticity of VMTs in the United States of only -0.15 . This is of the order of magnitude that we find for (instrumented) distance to the nearest transit stop. In the final analysis, however, it must be acknowledged that the impacts of urban form and transit supply on travel demand, as measured in this paper, appear quite small.
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Table 1.
Rankings of Selected Cities Based on Different Measures of Sprawl

| Urbanized Area | Land Area <br> (km2) | Population | Rankings <br> Population <br> (1 $=$ Least |  | Sobs-Housing <br> Imbalance |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Population <br> Centrality |  |  |
| New York, NY | 768 | $16,044,012$ | 3 | 62 | 6 |
| Chicago, IL | 410 | $6,792,087$ | 6 | 45 | 62 |
| San Francisco, CA | 226 | $3,629,516$ | 10 | 44 | 27 |
| Philadelphia, PA | 302 | $4,222,211$ | 11 | 25 | 19 |
| Washington, DC-MD-VA-WV | 245 | $3,363,031$ | 14 | 29 | 40 |
| San Diego, CA | 179 | $2,438,417$ | 15 | 120 | 8 |
| Detroit, MI | 290 | $3,697,529$ | 20 | 52 | 92 |
| Boston, MA | 231 | $2,775,370$ | 22 | 32 | 26 |
| Providence-Fall River-Warwick, |  |  |  |  |  |
| RI-MA | 77 | 846,293 | 33 | 116 | 25 |
| Rochester, NY | 57 | 619,653 | 35 | 101 | 61 |
| Phoenix-Mesa, AZ | 192 | $2,006,239$ | 38 | 21 | 60 |
| St. Louis, MO-IL | 189 | $1,946,526$ | 40 | 43 | 74 |
| Cleveland, OH | 165 | $1,677,492$ | 42 | 112 | 80 |
| Tampa-St. Petersburg-Clearwater, |  |  |  |  |  |
| FL | 168 | $1,708,710$ | 43 | 66 | 90 |
| San Antonio, TX | 113 | $1,129,154$ | 46 | 22 | 88 |
| Houston, TX | 305 | $2,901,851$ | 48 | 95 | 108 |
| New Haven-Meriden, CT | 49 | 451,486 | 54 | 106 | 3 |
| Milwaukee-Waukesha, WI | 133 | $1,226,293$ | 55 | 87 | 29 |
| Wilmington-Newark, DE-MD | 49 | 449,616 | 56 | 107 | 22 |
| Cincinnati, OH-KY-IN | 133 | $1,212,675$ | 58 | 86 | 68 |
| Wichita, KS | 37 | 338,789 | 60 | 13 | 113 |
| Sarasota-Bradenton, FL | 50 | 444,385 | 61 | 47 | 5 |
| Worcester, MA-CT | 36 | 315,666 | 63 | 62 | 1 |
| Albuquerque, NM | 58 | 497,120 | 71 | 39 | 77 |
| Fort Myers-Cape Coral, FL | 32 | 220,552 | 93 | 54 | 97 |
| Fayetteville, NC | 35 | 241,763 | 95 | 4 | 117 |
| Corpus Christi, TX | 40 | 270,006 | 98 | 41 | 52 |
| Utica-Rome, NY | 24 | 158,553 | 99 | 23 | 2 |
| Columbia, SC | 52 | 328,349 | 104 | 33 | 96 |
| Pensacola, FL | 40 | 253,558 | 105 | 90 | 119 |
| Huntsville, AL | 34 | 180,315 | 114 | 34 | 44 |
| Savannah, GA | 39 | 198,630 | 117 | 37 | 77 |
|  |  |  |  |  |  |


| I9 ${ }^{\text {I }}$ | 8L＇0Z | $\angle 9^{\circ} \mathcal{E}$ | LE゙LI | $99^{\circ} \mathrm{Z}$ | 00．0Z |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $60^{\circ} \mathrm{II}$ | $\varepsilon I^{\circ} \mathrm{LI}$ | $00^{\circ} \mathrm{L}$ | $9{ }^{\prime} \varepsilon$ I | $0 \downarrow^{\circ} 0 \mathrm{I}$ | てで9I |  |
| ［ ${ }^{\circ} 0$ | $\varsigma \varsigma^{\circ} 0$ | $60 \cdot 0$ | $\varsigma \varsigma^{\circ} 0$ | ［ ${ }^{\circ} 0$ | ¢¢．0 |  |
| 20＊0 | ¢［＇0 | 200 | $91^{\circ} 0$ | 20.0 | $\varsigma_{1}{ }^{\circ} 0$ |  |
| 10＊0 | 10＊0 | 10．0 | 20＊0 | L0\％ | 1000 |  |
| － | － | 6I＇I | IL＇0 | ¢900 | LI＇0 |  |
| 00＊0 | $00^{\circ} 0$ | $00^{\circ} 0$ | $00^{\circ}$ I | Et＊ 0 | ャで0 |  |
| 20＊0 | t0＊0 | ［0\％0 | S0\％ | ［0\％0 | t0 0 |  |
| 29＊0 | $69^{\circ} 0$ | 8S＇I | $96^{\circ} \mathrm{I}$ | $80^{\circ} \mathrm{I}$ | 66.0 | （zuy 000＇t）${ }^{\text {co．rv purT }}$ |
| $92^{\circ} 0$ | $98^{\circ} 0$ | $\mathcal{E} \dagger^{*} 0$ | $9 Z^{\prime} \mathrm{I}$ | ¢E＊0 | S60 |  |
| I $\downarrow$ \％ | L9 I | Z6．${ }^{\text {I }}$ | $67^{\circ} \mathrm{I}$ | てでて | Z9＇I | （səyэu！0I）IIPJMous Ienuuv |
| ¢0．91 | 99＊It | LI｀8I | 8 ®＇0t $^{\text {d }}$ | 0¢ ${ }^{\text {c }}$ I | $\varepsilon \varepsilon^{*} I t$ |  |
|  | 16 |  | 82 |  | 6II | suọ̣eл．ıəsqO јo ıəqunN |
| ${ }^{\wedge}{ }^{2} \mathrm{C} \cdot \mathrm{pls}$ | UR2W |  | ureJ | ${ }^{\wedge}{ }^{2} \mathrm{~d} \cdot \mathrm{p}+\mathrm{S}$ | urad | ә¢¢！．．e $\Lambda$ |
|  |  | sou！I！ |  |  |  |  |



| $6 て ゙ 9$ | $0 \mathcal{E}^{\bullet} \mathcal{E}$ | $L L \cdot D$ | $E 6^{\circ} 9$ | ［E＊9 | SE＇II | $56{ }^{\circ}$ | LI＇9I | （syoolq）dots t！sur．IL <br>  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $99^{\circ} \mathrm{S}$ I | 8 $L^{\circ} \mathrm{S}$ | LV゙L | $\varsigma Z^{\prime} Z$ | $0 \chi^{*} 6$ | $L て ゙ て$ | $\angle \mathcal{E}^{\prime}$ ZZ | $L S^{\circ} \mathcal{E} I$ |  |
| $\varepsilon \varepsilon^{\circ} 0$ | ZI＇0 | $\varepsilon ャ 0$ | Sで0 | Lヤ＊ | ZE゚0 | IE．0 | I I＇0 | PIOчəsnoH Yoelg |
| てカ゚ | LLO | $0 \varsigma^{\circ} 0$ | $\dagger S^{\circ} 0$ | 0¢ 0 | $6 ャ^{\circ} 0$ | じ0 | $6 L^{\circ} 0$ | рІОцәsnoH ә†！ЧМ |
| $\varepsilon S^{\prime}$ Z |  | $L \varepsilon^{\circ} \mathrm{Z}$ | 9L＇っI | 8S＇Z | 88＊${ }^{\circ} \mathrm{I}$ | $0 \varepsilon^{\circ}$ Z | 09＊${ }^{\circ}$ |  |
| てでっ | $\angle \varepsilon^{\circ} 8$ | ¢I「カ | $\mathcal{E l} 6$ | E0＊ | ャ9 $\llcorner$ | て0＊$\dagger$ | 8L＊ 6 | 000＇s \＄／әuоэuI ploчəsnoH |
| 6I＇I | $68^{\circ} 0$ | $60^{\circ} \mathrm{I}$ | $\varepsilon L{ }^{\circ} 0$ | $\dagger て ゙ I$ | ［60 | LI＇I | $\angle 6^{\circ} 0$ |  |
| $\downarrow 6^{\circ} 0$ | LI＇Z | てE＇I | とャて | $\dagger C^{\prime} \mathrm{I}$ | $0 \varepsilon^{\prime}$ 乙 | 16.0 | $9 て ゙ て$ | ploчəsnoH U！sq［np fo ıəquinN |
| $0 S^{\circ} 0$ | $0 S^{\circ} 0$ | 0¢＊0 | $6 カ^{\circ} 0$ | $0 \varsigma^{\circ} 0$ | 95＊0 | $0 \varsigma^{\circ} 0$ | $S \vdash^{\circ} 0$ |  |
| L8＇ $\mathcal{L}$ | It＊9E | ZS＇ZI | $て て ゙ \subseteq \mathcal{L}$ | $09^{\circ} \mathrm{E}$ I | L89E | Es＇ZI | 08＊ 2 E |  |
| （\％6．9） | SLE | （\％L＇8） | I $\downarrow \downarrow$ | （\％でし） | £6E | （\％で ${ }^{\text {ch }}$ ） | 16It | suọe＾．ıəsqO „о ．ıəqun |
|  | UBON | ${ }^{\wedge}{ }^{\prime} \mathrm{C}^{\prime} \mathrm{P}+\mathrm{S}$ | UとวW | ${ }^{\wedge}{ }^{\prime} \mathrm{C}^{\prime}{ }^{\text {P }}$ ¢ ${ }^{\text {S }}$ | UとวN | ${ }^{\wedge}{ }^{\prime} \mathrm{Cl}^{\prime} \mathrm{p}+\mathrm{S}$ | UセンW |  |
| f．IOdSUB．IL | $\mathbf{W}^{-\mathbf{U O}} \mathbf{N}$ | S．İS $\cap$ IIS | IIEY | HISUR．IL | $[-\mathbf{4 0} \mathbf{N}$ |  | L Әৃв |  |



| $\begin{array}{r} * *\left(S 0^{\circ} Z\right) \\ 6 \forall 0^{\circ} 0^{-} \end{array}$ | $\begin{aligned} & (\text { ZS'I) } \\ & \text { 8I } 6^{\circ} \mathrm{I}^{-} \end{aligned}$ | $* * *\left(S Z^{*} \mathcal{E}\right)$ $\dagger \mathcal{*} 0^{\circ} \mathrm{Z}^{-}$ | $\begin{gathered} * *\left(6 I^{\circ} Z\right) \\ Z \not \subset 0^{\circ} 0^{-} \end{gathered}$ | $\begin{aligned} & \left(Z \mathcal{E}^{\circ} I\right) \\ & \mathcal{S} 8 \mathcal{E}^{\prime}{ }^{-}- \end{aligned}$ | $\begin{array}{r} * * *\left(99^{\circ} Z\right) \\ 09 t^{\circ} Z- \end{array}$ | $\begin{gathered} \left(08^{\circ} 0\right) \\ 80 \tau^{\circ} 0 \end{gathered}$ | $\begin{gathered} *\left(08^{*} \mathrm{I}\right) \\ \text { ZZ0․ } \mathrm{I}^{-} \end{gathered}$ | $\begin{gathered} \left(9 \varepsilon^{\circ} 0\right) \\ \varepsilon 60^{\circ} 0 \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ＊（¢9 ${ }^{\circ}$ ） | ＊＊＊（E9＊て） | （ $\left.七 L^{\circ} 0\right)$ | ＊（99 ${ }^{\circ}$ ） | ＊＊（8I｀て） | （てI「I） | （ $\varepsilon \varepsilon^{\prime} \mathrm{I}$ ） | ＊＊＊（00＊$)^{\text {）}}$ | （650） |  |
| 七てで0 | てZL＇0 | 76100 | 6 で0 | 6［900 | ャIE゙0 | $6 \pm \varepsilon^{\circ} 0$ | ItI＇I | 0 OZ゙0 | －！N |
| ＊（ZL＇I） | （ ILO） | ＊＊（66 ${ }^{\circ}$ ） | ＊（E8 ${ }^{\circ}$ ） | （68．0） | ＊＊＊（I9＊て） | （ $¢ \mathcal{E}^{\circ} 0$ ） | （160） | （SL0） |  |
| E80 $0^{-}$ | Z0I＊${ }^{-}$ | I $2 I^{\circ} 0^{-}$ | 6L0 ${ }^{\circ}$ | ［90＊${ }^{-}$ | ¢\＆で0－ | LI0＊0－ | こLI $0^{-}$ | 090＊＊ |  |
| （ 280 ） | ＊（E6 ${ }^{\circ}$ ） | （00＊${ }^{\circ}$ ） | （980） | （ $\varepsilon \downarrow^{\circ} \mathrm{I}$ ） | （9E＊0） | （8E＇${ }^{\circ}$ ） | ＊（16＊） | ＊（EL＇I） | V |
| ¢00＊0－ | てヤ0＊0－ | 800＊0 | E00 $0^{-}$ | 0て0＊＊－ | E00 $0^{-}$ | $900{ }^{\circ}$ | $0 \varepsilon 0^{\circ} 0$ | てI0\％ | V |
| （IE．0） | （180） | ＊＊$\left(\varepsilon \varsigma^{\circ} \mathrm{Z}\right)$ | （ $\subseteq \mathcal{E} 0)$ | （てL＇0） | ＊＊（6t＊） | （ $\dagger \mathrm{I}^{\circ} 0$ ） | （ 20.0 ） | ＊（I8＊） | pIouəsnoH yจxig |
| 90100 | LEI 0 | ャ6t＊ 0 | 801＊0 | ItI＇0 | こ6t゚0 | St0 $0^{-}$ | 010＊0 | て6で0 |  |
| （ $\dagger$［ ${ }^{\circ}$ ） | ＊＊＊（9で成） | ＊＊＊（L0＊$)$ | （ 76.0 ） | ＊＊＊$\left(L Z^{*} \mathcal{E}\right)$ | ＊＊＊（08＊${ }^{\circ}$ ） | （86．0） | ＊＊＊ $\left.9 \nabla^{\circ} \mathrm{E}\right)$ | ＊＊＊（0L＇t） | рІоцəsnoH әıLч |
| I6で0 | 七0 $L^{\circ} 0^{-}$ | $\angle E L^{\circ} 0^{-}$ | してで0 | EZL＇0－ | 9 L $^{\circ} 0^{-}$ | 七てで0 | E89＊0－ | $869^{\circ}{ }^{-}$ | Poчosioh |
| ＊＊${ }^{\text {（20²）}}$ | （ES＇I） | （ $\left.\varepsilon 0^{\circ} 0\right)$ | ＊＊$\left(\downarrow \mathrm{I}^{\circ} \mathrm{Z}\right)$ | （9G｀） | （ 20.0 ） | ＊＊（LİZ） | （19＊） | （ $\varepsilon \varepsilon^{\circ} 0$ ） |  |
| $60^{\circ} 0$ | 260 0 | ［00．0 | 七90．0 | $660{ }^{\circ} 0$ | E00 $0^{-}$ | ［90\％0 | E60\％0 | てI0＊0－ |  |
| ＊＊＊ $\left.9 \nabla^{\circ} \mathrm{S}\right)$ | （00＊） | ＊＊＊$\left(86^{\circ} \mathrm{S}\right)$ | ＊＊＊$\left(88^{*} 9\right)$ | ＊＊＊ $\left.9 \nabla^{\circ} \mathrm{E}\right)$ | ＊＊＊ ¢ $^{\circ} 8$ ） | ＊＊＊$\left(\angle 6{ }^{\circ} \mathrm{S}\right)$ | ＊＊（0¢｀て） | ＊＊＊（8でし） | ¢¢\＄／əuooui plouəsnoH |
| 00I＊${ }^{-}$ | $\angle 10^{\circ} 0^{-}$ | ¢60 $0^{-}$ | E0［ ${ }^{\circ}{ }^{-}$ | $6 ¢ 0^{\circ} 0^{-}$ | ¢［［ ${ }^{\circ}{ }^{-}$ | ［60 ${ }^{-}$ | てE0＊${ }^{-}$ | 00 ［ $^{\circ}{ }^{-}$ |  |
| ＊＊（6t゚て） | （0L0） | （ $\left.\varepsilon 2^{\circ} 0\right)$ | ＊＊（9がて） | （1900） | （ I I 0） | ＊＊（ + － | （87＊） | （0¢ 0 ） |  |
| て0で0 | ¢60＊0－ | IZ0＊0－ | \＆6I＇0 | ［80 $0^{-}$ | $010{ }^{\circ}$ | L6I 0 | E90 $0^{-}$ | 8て0＊0 |  |
| ＊＊（0でて） | ＊＊$\left(9\right.$ r $^{\prime}$ ） | （It＊） | ＊＊（8E＇Z） | ＊＊ Sガて）$^{\text {a }}$ | ＊（0L＇I） |  |  | （ES＇I） | I7－s pəoิ้ นวІр |
| てII ${ }^{-}$ | L6I＊0－ | L80＊${ }^{-}$ | ¢てI＊0－ | 90て＊＊－ | 0 I I ${ }^{-}$ | 6I［ 0 － | ¢0で0－ | 101＊0－ | ¢ |
| （06＊） | （SI＇0） | （8E．0） | （Eャワ） | （Zİ0） | （ $\left.¢ Z^{\circ} 0\right)$ | （SZ＇I） | （ \＆Z＇0） | （820） | plouəsnoH |
| 9S0＊＊－ | 800＊＊－ | 6て0＊0－ | 6L0 ${ }^{-}$ | $900^{\circ} 0$ | S 10.0 | ZLO ${ }^{-}$ | $\varepsilon[000$ | 0200 |  |
| （¢I®0） | ＊＊＊（ऽヤ＊¢） | ＊＊$\left(\dagger Z^{*}\right.$ ） | （IZ＊） | ＊＊＊$(\bullet \mathcal{E} \cdot \mathcal{E})$ | ＊＊（L6 ${ }^{\circ}$ ） | （L0．0） | ＊＊＊（II｀$)^{\text {）}}$ | ＊（E8｀${ }^{\text {a }}$ |  |
| 0Z0＊0－ | $60 \varepsilon^{\circ} 0$ | とてガ0 | 9て0＊0 | £6で0 | 89E＊0 | $600^{\circ} 0$ | 8¢で0 | てSE゙0 | ә¢ |
| ＊＊＊$\left(79^{*} \mathcal{E}\right)$ | ＊＊＊（9ャ＊¢） | ＊＊＊（6I＊$)$ | ＊＊＊$\left(99^{*} \mathrm{E}\right)$ | ＊＊＊ 8 ＊$^{*}$ ） | ＊＊＊$\left(6 \varepsilon^{*} \mathcal{E}\right)$ | ＊＊＊$\left(86^{\circ} \mathrm{E}\right)$ | ＊＊＊（S0＊ $\mathcal{E})$ | ＊＊＊$\left(\angle \downarrow^{*} \mathrm{E}\right)$ | pəıunbs ıəy．ı |
| ［00 0 | ［00\％ 0 | 100 0 | ［00\％ 0 | ［00＊0 | ［000 | ［00．0 | ［00＊0 | L00\％ |  |
| ＊＊＊（ $20 *$ ） | ＊＊＊（91＊${ }^{\circ}$ ） | ＊＊＊$\left(76^{\circ} \mathrm{Z}\right)$ | ＊＊＊（90＊${ }^{\circ}$ ） | ＊＊＊$\left(66^{\circ} \mathrm{E}\right)$ | ＊＊＊（91＊$)^{\circ}$ ） | ＊＊＊（Zモ゙ャ） | ＊＊＊（Z9＊¢ ） | ＊＊＊（6I $\left.{ }^{\circ} \mathrm{E}\right)$ | B |
| 780 ${ }^{-}$ | ¢90．0－ | 0¢0＊${ }^{-}$ | 780 ${ }^{\circ}$ | 七90 ${ }^{-}$ | O¢0＊${ }^{-}$ | ¢80＊${ }^{-}$ | ャ90＊${ }^{-}$ | ESO＊${ }^{-}$ |  |
|  | $\begin{aligned} & \text { IएYY } \\ & (\varepsilon V) \end{aligned}$ | ITPY－UON | IOłOW－U0N | $\begin{aligned} & \text { I!एV } \\ & (Z V) \end{aligned}$ | ITPY－UON | IOłOW－UON | $\begin{aligned} & \hline \hline \text { IएP } \\ & \text { (IV) } \end{aligned}$ | ITPY－UON |  |

## Table 5. Marginal Effects for Commute Mode Choice Models

| An Increase <br> of... | In the Variable | Induces a Percentage Point Change in the <br> Probability of Using Private Transport to Work <br> of.... |
| :--- | :--- | :---: |
| 0 to 1 | Indicator for Female Worker | -3.0 |
| $10 \%$ | Household Income | +0.8 |
| $10 \%$ | Years of Schooling | -1.0 |
| $10 \%$ | Supply of Rail Transit | -2.5 |
| $10 \%$ | Supply of Non-Rail Transit | -0.8 |
| $10 \%$ | Population Centrality | -1.3 |
| $10 \%$ | Jobs-Housing Imbalance | +2.1 |
| $10 \%$ | Distance to Nearest Transit Stop | +0.2 |
| $10 \%$ | Instrumented Distance to Nearest Transit Stop | +0.8 |
|  |  |  |

Table 6a. Summary of Household Characteristics for Vehicle Ownership Sample

|  | Urbanized Area NPTS Sample |  | Households with Complete Data |  |
| :---: | :---: | :---: | :---: | :---: |
| Variable | Mean | Std. Dev. | Mean | Std. Dev. |
| Observations | 9719 |  | 7798 |  |
| No. of Elderly in Household | 0.25 | 0.54 | 0.24 | 0.54 |
| No. of Working Adult Males | 0.56 | 0.59 | 0.56 | 0.58 |
| No. of Working Adult Females | 0.51 | 0.57 | 0.50 | 0.56 |
| No. of Non-Working Adults | 0.34 | 0.57 | 0.32 | 0.56 |
| No. of Working Children (aged 17-21) | 0.10 | 0.34 | 0.08 | 0.31 |
| No. of Non-Working Children (ages 0 to 21) | 0.67 | 1.05 | 0.64 | 1.03 |
| Household Income / \$5000 | 10.23 | 0.77 | 10.25 | 0.76 |
| Years of Schooling of Most Educated Member | 13.90 | 2.61 | 14.02 | 2.64 |
| Indicator for White Household | 0.78 | 0.41 | 0.80 | 0.40 |
| Indicator for Black Household | 0.14 | 0.35 | 0.13 | 0.33 |
| Distance to Nearest Transit Stop (blocks) | 13.52 | 22.83 | 13.25 | 22.61 |
| Instrumented Distance to Nearest Transit Stop (blocks) | 17.27 | 5.34 | 17.28 | 5.36 |
| 0-Vehicle Household Dummy | 0.13 | 0.33 | 0.16 | 0.37 |
| 1-Vehicle Household Dummy | 0.42 | 0.49 | 0.41 | 0.49 |
| 2-Vehicle Household Dummy | 0.34 | 0.47 | 0.33 | 0.47 |
| 3 or More Vehicle Household Dummy | 0.12 | 0.32 | 0.10 | 0.30 |


| （16．0） | （59＊0） | （91．0） | （61＊0） | （09．0） | （0E＇I） | ＊＊＊（IE゙ャ） | ＊＊＊（LE＇S） | ＊＊＊（E9＊L） | （zuxy 0001）barv puet |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| tL0．0 | 8E0＇0 | $900^{\circ} 0^{-}$ | $\pm 100^{-}$ | LZ0＊0－ | $8 \pm 00^{-}$ | L0 $00^{\circ}{ }^{-}$ | Sカで0－ | ¢81．0－ |  |
| ＊（18＊） | ＊＊（0ヶ ${ }^{\text {® }}$ ） | ＊＊＊$\left(\varsigma_{0}{ }^{\circ} \mathrm{\varepsilon}\right)$ | ＊＊（ $\left.¢^{\circ} 0^{\circ} \mathrm{Z}\right)$ | ＊＊（LE＇Z） | ＊＊＊（6L＇Z） | （ $\varepsilon L^{\circ} 0$ ） | （90．0） | （ $1{ }^{\circ} 0$ ） |  |
| ＋89＊0 | $66 \mathrm{C}^{\circ} 0$ | 0E9 0 | ¢69＊0 | E6S 0 | 0¢9＊0 | ¢\＆で0 | ¢10＊0－ | 910．0 |  |
| （ $\varepsilon \chi^{*} \mathrm{I}$ ） | （LS＊0） | ＊（L9＇I） | （8L＊0） | （ $\varepsilon 1{ }^{\circ} 0$ ） | （Lで 1 ） | （0で I） | （Lヤ․） | （ 16.0 ） |  |
| SIt＊0 | ［9100 | Z9で0 | てとで0 | 910\％ | 16I＇0 | I6t＊${ }^{-}$ | ZZS＊${ }^{-}$ | $96 \mathrm{I}^{\circ} 0^{-}$ |  |
| （It＊） | （90＊） | （Iで0） | （91＊0） | （28．0） | （68＊） | （sc．0） | （IL．0） | （580） | （səyoui 0i）IİJMous Ienuuv |
| 81000 | £E0＊0 | ¢00．0－ | L00＇0 | 七て0＇0 | $600{ }^{-}$ | LZ0＊0 | $620{ }^{\circ}$ | IZ0．0－ |  |
| ＊＊＊（£でを） | ＊＊＊（16＇Z） | ＊＊＊（18 ${ }^{\circ}$ ） |  | ＊（LL＇I） | ＊＊（10\％${ }^{\text {c }}$ | （ $\dagger L^{\circ} 0$ ） | （¢0＇I） | （IE＇I） |  |
| 0Z0＊0 | 七I0＇0 | ［10．0 | E10．0 | $600^{\circ} 0$ | $800^{\circ} 0$ | S00．0－ | ¢00＊0－ | เ00＊${ }^{-}$ |  |
| （て£＇1） | （¢でI） | （ $\downarrow$ て＇ I ） | （0¢＇I） | （92＇I） | （8で ${ }^{\text {）}}$ | （960） | （28．0） | （80＊） |  |
| 995．0－ | LSE＊${ }^{-}$ | 6IE゙0－ | ESc．0－ | 29E＊0－ | 9£ど0－ | £てヤ＊） | ¢\＆で0－ | tLで0－ |  |
| ＊＊（Itて） | ＊＊＊ $9 \varsigma^{\circ} \mathrm{E}$ ） | ＊＊＊ $\left.8 t^{\circ} \mathrm{t}\right)$ | ＊＊＊（6S ${ }^{\circ}$ ） | ＊＊＊（8L＊${ }^{\circ}$ ） | ＊＊＊（tS＇t） | ＊＊＊（6S＇Z） | ＊＊＊（69 $\varepsilon$ ） | ＊＊＊（ZS＇t） | рІочәsnoН ә„！ЧМ |
| 00 $L^{\circ} 0$ | ¢18．0 | 6ZL．0 | ISL．0 | $9 ¢ 8{ }^{\circ}$ | LEL＇0 | $6 ¢ L^{\circ} 0$ | $9 ¢ 8{ }^{\circ} 0$ | LIL＇0 |  |
| ＊＊＊（60＊8） | ＊＊＊（ $\downarrow$ L＇8） | ＊＊＊ $\left.9 \mathrm{t}^{\circ} 9\right)$ | ＊＊＊（81＇8） | ＊＊＊ $90 \cdot 6)$ | ＊＊＊（IL＇9） | ＊＊＊（£ど8） | ＊＊＊（6ヶ＊ 6 ） | ＊＊＊（0Z゙L） |  |
| t9で0 | t¢で0 | 9S［＇0 | ［97＊0 | £Sで0 | 9¢1．0 | 8tで0 | $9 \dagger て ゙ 0$ | $9 \mathrm{t}{ }^{\circ} 0$ |  |
| ＊＊＊（9ヵ＊ 0 ） |  | ＊＊＊（8で9） | ＊＊＊（09 ¢ ¢ $)$ | ＊＊（Et 1 II） | ＊＊＊（LS＊9） | ＊（¢¢＇ZI） | ＊＊（L9＊0I） | ＊＊（ $\dagger 9^{\circ} \mathrm{S}$ ） |  |
| I6S ${ }^{\text {I }}$ | t90 ${ }^{\circ}$ | ¢9 \％ 0 | ItL＇I | †てI＇I | 6SE＊0 | IZ9＊${ }^{\text {I }}$ | E00 ${ }^{\text {I }}$ | てとع゙0 |  |
| （で・0） | ＊＊＊$\left(\varsigma \varepsilon^{*} \varepsilon\right)$ | （81．0） | （Eど0） | ＊＊（LE＊${ }^{\text {c }}$ ） | （0L＊） | （0ع＊0） | ＊＊＊（てで¢） | （99＊0） |  |
| LZ0＊0 | 091．0 | £E0\％ | IZ0＊0 | 8¢1．0 | $6 \mathrm{Z} 0^{\circ}$ | $810^{\circ} 0$ | $6 \mathrm{t} \cdot 0$ | LZO 0 |  |
| ＊＊＊（¢8＊¢） | ＊＊（て£＇Z） | ＊＊（00 $\quad$ ） | ＊＊＊（8L＇S | ＊＊（Z®＇Z） | ＊＊（z0＇ z$)$ | ＊＊＊（¢8 ¢ ¢ | ＊＊（Eがて） | （09＊I） |  |
| 91E＇I | I6E＊0 | とてE．0－ | 8IE＇I | $96 \varepsilon^{*} 0$ | LZど0－ | ¢6E＇ 1 | LEt＊0 | $89 \mathrm{Z}^{\circ} 0^{-}$ |  |
| ＊＊＊（09＊8） | ＊＊＊（£9＊9） | （I9＊） | ＊＊＊（LE＊8） | ＊＊＊（Z¢．9） | （¢て＇I） | ＊＊＊（E0＊8） | ＊＊＊（tナ・9） | （8で I ） |  |
| $96 \varepsilon^{\circ} \mathrm{I}$ | It8＊0 | 6LI＇0 | $6 ¢^{*} \mathrm{I}$ | LI8．0 | Ltİ0 | $8 \pm \mathcal{E}^{\circ} \mathrm{I}$ | £E8＊0 | $6 \mathrm{SI}^{\circ} 0$ |  |
| ＊＊＊ $\left.86{ }^{\circ} 8\right)$ | ＊＊＊（0t＊） | ＊＊＊（It゙ち） | ＊＊＊（60\％6） | ＊＊＊（ $\dagger \varsigma^{*} 9$ ） | ＊＊（8t＊） | ＊＊＊（81＇6） | ＊＊＊（89＊9） | ＊＊（0ヶセ $\downarrow$ ） |  |
| † 26.1 | $t ¢ \varepsilon^{*} \mathrm{I}$ | ［9900 | $668{ }^{\text {I }}$ | ItE゙I | Lt9 ${ }^{\circ}$ | S88． 1 | ¢ $L^{\prime}$ I | \＆$\dagger 9^{\circ} 0$ |  |
|  | ＊＊＊（ $78{ }^{\prime} \mathrm{IL}$ ） | ＊＊＊（ $\left.\dagger 9^{\circ} \mathrm{S}\right)$ | ＊＊＊（0L＇ZI） | ＊＊（99＊I I） | ＊＊＊（IE＇S） | ＊＊＊（LL＇ZI） | ＊＊＊（8t ${ }^{\text {I I }}$ ） | ＊＊（ $28^{\circ} \mathrm{t}$ ） |  |
| ZIL＇I | 882＇I | LOC＇0 | $069{ }^{\text {I }}$ | L9て＇I | $06 *^{\circ} 0$ | 889 ${ }^{\text {I }}$ | $\varsigma \angle Z^{\circ} \mathrm{I}$ | 89t＊ 0 |  |
| ＊＊＊（19＊） | ＊＊＊$\left(\varsigma \varepsilon^{\prime} \varsigma\right)$ | ＊（88 ${ }^{\text {I }}$ ） | ＊＊＊（حモ゙ャ） | ＊＊＊（II＇S） | （8E＊） | ＊＊＊（E¢＇ち） | ＊＊＊$\left(0 \varepsilon^{\circ} \varsigma\right)$ | （65＇I） |  |
| IZ9＊0 | $809^{\circ}$ | $\angle t \square^{\circ} 0$ | 285＊0 | $\varepsilon L \varsigma^{\circ} 0$ | 801＊0 | ＋65 ${ }^{\circ} 0$ | $609{ }^{\circ}$ | 8ZI＇0 |  |
| IPD－${ }^{\text {a }}$ | $\begin{aligned} & \hline \text { IED-Z } \\ & (\varepsilon G) \end{aligned}$ | Ie3－I | IPJ－${ }^{\text {－}}$ | $\begin{gathered} \hline \hline \text { Ieग-z } \\ (z q) \end{gathered}$ | IED－I | Ieग- | $\begin{aligned} & \text { JeD-Z } \\ & \text { (IG) } \end{aligned}$ | IED-I |  |

 səsəчฉuәлед

| Table 8. $\ln ($ VMTs per Vehicle) Equations | 1-Car Households | 2-Car Households | 3 or More Car Households |
| :---: | :---: | :---: | :---: |
| Number of Elderly in Household | $\begin{gathered} -0.129 \\ (2.36)^{* *} \\ \hline \end{gathered}$ | $\begin{gathered} -0.156 \\ (4.51)^{* * *} \\ \hline \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.10) \\ & \hline \end{aligned}$ |
| No. of Working Adult Males | $\begin{aligned} & 0.519 \\ & (7.45)^{* * *} \end{aligned}$ | $\begin{gathered} 0.072 \\ (2.26)^{* *} \end{gathered}$ | $\begin{aligned} & 0.059 \\ & (1.01) \end{aligned}$ |
| No. of Working Adult Females | $\begin{aligned} & 0.300 \\ & (5.19)^{* * *} \end{aligned}$ | $\begin{gathered} -0.006 \\ (0.18) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.11) \\ & \hline \end{aligned}$ |
| No. of Non-Working Adults | $\begin{gathered} 0.126 \\ (1.85)^{*} \\ \hline \end{gathered}$ | $\begin{gathered} -0.084 \\ (2.65)^{* * *} \\ \hline \end{gathered}$ | $\begin{aligned} & 0.024 \\ & (0.34) \\ & \hline \end{aligned}$ |
| No. of Working Children (aged 17-21) | $\begin{aligned} & 0.472 \\ & (4.57)^{* * *} \\ & \hline \end{aligned}$ | $\begin{gathered} 0.193 \\ (4.59)^{* * *} \end{gathered}$ | $\begin{aligned} & 0.040 \\ & (0.44) \\ & \hline \end{aligned}$ |
| No. of Non-Working Children (ages 0 to 21) | $\begin{aligned} & \hline 0.050 \\ & (2.18)^{* *} \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & -0.034 \\ & (1.27) \end{aligned}$ |
| $\ln$ (Income Net of Annualized Fixed Cost of Car Ownership) | $\begin{aligned} & 0.283 \\ & (7.76)^{* * *} \end{aligned}$ | $\begin{gathered} 0.103 \\ (2.24)^{* *} \end{gathered}$ | $\begin{aligned} & 0.089 \\ & (0.93) \\ & \hline \end{aligned}$ |
| Years of Schooling of Most Educated Member | $\begin{aligned} & 0.045 \\ & (3.59)^{* * *} \\ & \hline \end{aligned}$ | $\begin{gathered} 0.017 \\ (1.92)^{*} \end{gathered}$ | $\begin{aligned} & 0.015 \\ & (0.97) \\ & \hline \end{aligned}$ |
| White Household | $\begin{aligned} & 0.042 \\ & (0.44) \end{aligned}$ | $\begin{aligned} & 0.134 \\ & (1.65) \end{aligned}$ | $\begin{aligned} & -0.036 \\ & (0.37) \\ & \hline \end{aligned}$ |
| Black Household | $\begin{aligned} & -0.053 \\ & (0.38) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.014 \\ (0.13) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.129 \\ & (0.96) \\ & \hline \end{aligned}$ |
| Annual Rainfall (Inches) | $\begin{aligned} & 0.002 \\ & (0.97) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.001 \\ & (0.47) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.69) \\ & \hline \end{aligned}$ |
| Annual Snowfall (10 inches) | $\begin{aligned} & -0.022 \\ & (1.34) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.002 \\ & (0.27) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 0.004 \\ & (0.19) \\ & \hline \end{aligned}$ |
| Vehicle Operating Cost Per Mile | $\begin{aligned} & -0.078 \\ & (1.24) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.08) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.045 \\ & (0.52) \\ & \hline \end{aligned}$ |
| Population Density (1000 people/km2) | $\begin{gathered} -0.175 \\ (1.86)^{*} \\ \hline \end{gathered}$ | $\begin{aligned} & 0.007 \\ & (0.08) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.161 \\ & (1.20) \\ & \hline \end{aligned}$ |
| Land Area (1000 km2) | $\begin{aligned} & 0.015 \\ & (0.96) \end{aligned}$ | $\begin{aligned} & 0.016 \\ & (1.05) \end{aligned}$ | $\begin{aligned} & -0.029 \\ & (1.43) \end{aligned}$ |
| Density of Road Network | $\begin{gathered} 4.926 \\ (2.68)^{* * *} \end{gathered}$ | $\begin{array}{r} 1.315 \\ (0.78) \\ \hline \end{array}$ | $\begin{aligned} & -2.032 \\ & (0.57) \\ & \hline \end{aligned}$ |
| Indicator for Rail Transit | $\begin{aligned} & \hline 0.060 \\ & (1.17) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.118 \\ (2.41)^{* *} \\ \hline \end{gathered}$ | $\begin{aligned} & -0.017 \\ & (0.25) \\ & \hline \end{aligned}$ |
| Supply of Rail Transit | $\begin{gathered} -6.265 \\ (2.30)^{* *} \end{gathered}$ | $\begin{gathered} -3.264 \\ (1.16) \end{gathered}$ | $\begin{aligned} & -0.758 \\ & (0.18) \end{aligned}$ |
| Supply of Non-Rail Transit | $\begin{aligned} & -2.506 \\ & (0.80) \\ & \hline \end{aligned}$ | $\begin{gathered} -7.574 \\ (1.53) \\ \hline \end{gathered}$ | $\begin{gathered} -1.898 \\ (0.36) \\ \hline \end{gathered}$ |
| Population Centrality | $\begin{aligned} & 1.314 \\ & (1.40) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.760 \\ & (0.84) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.962 \\ & (0.87) \\ & \hline \end{aligned}$ |
| Jobs-Housing Imbalance | $\begin{aligned} & 0.356 \\ & (1.39) \end{aligned}$ | $\begin{gathered} 0.554 \\ (2.57)^{* *} \end{gathered}$ | $\begin{aligned} & 0.396 \\ & (1.34) \end{aligned}$ |
| Distance to Nearest Transit Stop (Instrumented) | $\begin{aligned} & 0.011 \\ & (1.25) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.007 \\ & (0.77) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.14) \\ & \hline \end{aligned}$ |
| Selectivity Correction Factor | $\begin{gathered} 0.102 \\ (2.63)^{* * *} \\ \hline \end{gathered}$ | $\begin{aligned} & \hline 0.027 \\ & (1.18) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.00) \\ & \hline \end{aligned}$ |
| Constant | $\begin{gathered} 5.316 \\ (9.20)^{* * *} \end{gathered}$ | $\begin{gathered} 7.263 \\ (11.05)^{* * *} \end{gathered}$ | $\begin{gathered} 8.063 \\ (4.73)^{* * *} \end{gathered}$ |
| Observations R-Squared | 3225 0.17 | 2541 0.08 | 784 0.03 |

|Robust t statistics| in parentheses

* significant at $10 \%$; ${ }^{* *}$ significant at $5 \% ; * * *$ significant at $1 \%$

Table 9a. Marginal Effects for Vehicle Ownership Models

| An Increase of.. | In the Variable | Induces the Following Percentage Point Change in the Probability of Owning.. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | No Car | 1-Car | 2-Car | $\begin{gathered} 3 \text { or More } \\ \text { Cars } \\ \hline \end{gathered}$ |
| 10\% | Household Income | -5.3 | -10.5 | +7.1 | +8.6 |
| 10\% | Years of Schooling | -2.2 | -0.9 | +2.5 | +0.7 |
| 10\% | Supply of Rail Transit | +0.4 | -0.2 | -0.2 | -0.1 |
| 10\% | Population Centrality | +1.0 | -0.6 | -0.4 | +0.0 |
| 10\% | Distance to Nearest Transit Stop | -0.1 | -0.1 | +0.1 | +0.1 |
| 10\% | Instrumented Distance to Nearest Transit Stop | -0.8 | -0.9 | +0.9 | +0.8 |

Note: Marginal Effects Calculated based on Model B2 in Table 7, with the exception of Distance to Nearest Transit Stop (model B1) and Instrumented Distance to Nearest Transit Stop (Model B3).

Table 9b. Total Effects on VMTs per Household*

| An <br> Increase <br> of... | In the Variable | Changes Average VMT per Household in <br> Our Sample by: |
| :--- | :--- | :---: |
| $10 \%$ | Population Centrality | -88 miles $(-0.5 \%)$ |
| $10 \%$ | Supply of Rail Transit (in Rail Cities) | -143 miles $(-0.8 \%)$ |
| $10 \%$ | Instrumented Distance to Nearest <br> Transit Stop | +388 miles $(+2.2 \%)$ |

*The calculations conservatively assume that households own a maximum of 3 cars and that effects are zero when they are statistically insignifcant

## Appendix A <br> Data Appendix

## VMT, Mode Choice and Individual/Household Characteristics:

These data come from the various datasets of the 1990 Nationwide Personal
Transportation Survey (NPTS). The datasets include separate files for vehicles, individuals, households as well as trips that household members took in their given 24-hour travel period. We used information from the vehicle dataset to re-construct the annual VMTs per household. The household annual VMTs were obtained by summing the per vehicle VMTs of all of the household's vehicles. If a vehicle had been owned less than a year, annualized VMTs for the vehicle were calculated using the following formula: the reported vehicle miles were divided by the number of months the car had been owned and then multiplied by 12 to get the annual figure. About 33 percent of the households in the probit sample had owned at least one vehicle less than a month. VMTs per car were capped at 115,000 miles as done in the original dataset. This affected 21 households in our sample. In the original household dataset households which had reported that they had cars, but did not report any VMTs for any of their cars were given zero household VMTs. We, on the other hand, assigned these households with missing VMT information and thus they did not enter in our analyses. We also assigned household VMT as missing when there was incomplete information on some of the cars owned by the household. Of the 10,718 households in the urbanized areas of interest, we lost 2,085 households due to completely or partially missing VMT data.

The household composition variables - number of elderly, number of working adult males, number of working adult females, number of working children (ages 15 to 21), number of non-working children (ages 0 to 21) - were constructed from the individual level file. The education of the most educated person in the household was also obtained from this dataset. The household income was also obtained from the household level dataset. If, however, the income data were missing for a household, it was predicted using the other household level variables. There are 1,850 households in our probit sample for which predicted income is used. The race variables and the distance to the nearest transit stop were obtained from the household level dataset.

## Population Centrality and Compactness Measures:

These measures were calculated from the 1990 Decennial Census of Population and Housing Characteristics as reported in the 1990 Census CD (Geolytics Inc.).

## Jobs-Housing Imbalance Measure:

The jobs measure was calculated using the employment data at the zip code level from the 1990 Zip Code Business Patterns. Note these data do not include self-employed persons, domestic service workers, railroad employees, agriculture production workers, and most government employees. The total number of employees was obtained by multiplying the various
number of employees size categories by the mid-point of the range. The population figures at the zip code come from the 1990 Decennial Census of Population and Housing Characteristics. Only zip codes that were in the urbanized part of an MSA were used. To construct the measure we calculated the percent of population living in each zip code and percent of employment in each zip code. The total population and total employment used for these calculations were obtained by summing the population and employment of each zip code within the urbanized area for urbanized area totals. We then generated a measure of imbalance by the following formula: the absolute value of the difference of the employment proportion and population proportion in a particular zip code normalized by the proportion of people living in the zip code. The median value of this number became the measure of imbalance in each urbanized area.

## Urban Area and Urban Land Area:

These figures come from the 1990 Decennial Census of Population and Housing Characteristics.

## Rail and Non-Rail Transit Data:

These data come from the 1994 National Transit Database. Transit agencies are grouped by urbanized areas and transit data provided by these agencies are summed to yield the transit figures. The only exception is the New Jersey Transit Agency which is divided between Philadelphia, Trenton and New York, with shares of 10,20 and 70 percent, respectively.

## Lane Density:

The data are calculated from the 1990 Highway Statistics. First, the number of lane miles per urbanized area is calculated and multiplying by an estimated lane width (thirteen feet). The resulting area of road is divided by the corresponding land area in the 1990 Highway Statistics.

## Weather Data:

The weather data come from the National Oceanic and Atmospheric Administration's TD3220 files for 1990. The data are from a weather station in or near the urbanized area. Snowfall is measured in tens of inches and rainfall is measured in hundreds of inches.

## Gas Price Data:

Gas price data were obtained from Walls, Harrington and Krupnick (2000).

## Instrumented Distance to Local Transit:

First, each household in our sample was assigned to all the census tracts that they could afford to live in based on their income. To correct for the fact that some households reside in tracts where the average income is higher than their own income an "effective" income was
determined for each household. The effective income was based on estimates obtained from the 1995 Nationwide Personal Transportation Survey where both the household's income and the mean income of the block group in which the household lives in are reported. For the urban households in the 1995 NPTS, the maximum of the household's income and the mean income of the block group in which they resided was determined. This maximum of these two incomes became the effective income. The effective income in the 1995 sample was regressed on the household's own income, household composition variables as well as educational attainment and race. The coefficient estimates from this regression were used to calculate the effective income for the 1990 NPTS sample. If the effective income generated by this method was more than the household's reported income, the effective income was used to determine which are the census tracts that the household could afford to live in, otherwise the households reported income was used for the determination. Once the affordable tracts in the household's urbanized area were identified, the mean proportion of the population in the tract using public transit as their main means of commuting was computed. This average percent of people using public transit for commuting became the instrument for local availability of public transit. The data on percentage of tract population using various means of transportation to work were obtained from the 1990 Decennial Census of Population and Housing Characteristics.

Bibliography:
Department of Transportation. 1990 Nationwide Personal Transportation Survey, found at http://www-cta.ornl.gov/npts/1990/index.html

Office of Highway Policy Information. Highway Statistics 1990, Federal Highway Administration, Tables HM-71 and HM-72.

National Climatic Data Center. TD3220 - Surface Data, Monthly - US \& some Non-US
Cooperative, National Oceanic and Atmospheric Administration.

Federal Transit Administration. 1994 National Transit Database found at
http://www.fta.dot.gov/ntl/database.html
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| Number Reporting <br> Commute Mode <br> Choice |
| :---: |
| \% taking Private |
| Transport to Work |
| \% taking Non-Rail <br> Public Transit to <br> Work |
| \% taking Rail Public <br> Transit to Work |

\% taking NonMotorized Modes to Work
Rail Transit Supply
(10000 miles per km2)
Non-Rail Transit Supply ( 10000 miles per km2)
Lane Density (area of roads per square mile of land)
Land Area (km2)

## Population

## Density (people per square kilometer)

Jobs-Housing Imbalance (standardized)
Population Centrality (standardized)

Averege VMTs per
Household (unconditional)

Number of Housholds with Complete Data
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| :--- |
| Knoxville，TN |
| Lansing－East Lansing，MI |
| Las Vegas，NV－AZ |
| Lawrence，MA－NH |
| Lexington，KY |
| Little Rock－North Little Rock，AR |
| Lorain－Elyria，OH |
| Los Angeles－Long Beach，CA |
| Louisville，KY－IN |
| Lowell，MA－NH |
| Madison，WI |
| McAllen－Edinburg－Mission，TX |
| Melbourne－Titusville－Palm Bay， |
| FL |
| Memphis，TN－AR－MS |
| Miami，FL |
| Milwaukee－Waukesha，WI |
| Minneapolis－St．Paul，MN－WI |
| Mobile，AL |
| Modesto，CA |
| Montgomery，AL |
| Nashville，TN |
| New Haven－Meriden，CT |
| New Orleans，LA |
| New York，NY |
| Norfolk－Virginia Beach－Newport |
| News，VA－NC |



| Number Reporting <br> Commute Mode <br> Choice |
| :---: |
| \％taking Private |
| Transport to Work |
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| 0 |  |  |  | ［81＇I | Z8t＇08t | LOt | t00 | $\varepsilon \cdot 0$ | $0 \cdot 0$ |  |  |  |  | 0 | VD＇р．птиә $\Lambda$ |
| 9 | L98｀¢Z | $9 \dagger^{\prime}$＇ | ¢80 | 699 |  | L\＆z | E0\％ | $\bigcirc 0$ | $0 \cdot 0$ | $0 \cdot 0$ | 00 | ［＇II | 6.88 | 6 | גN＇әшоу－вэ¢ด |
| $\varsigma \downarrow$ | \＆LL＇6I | \＆で0－ | $0 \downarrow^{\circ} \mathrm{I}$ | Z09 | $899^{6} \downarrow$ L | 88L | 900 | $\bigcirc$ | 00 | $0 \cdot 0$ | 00 | $0 \cdot 0$ | $0 \cdot 00$ I | $\dagger 乙$ | YO＇es［n⿺ |
| $\varepsilon t$ | とて9「81 | ¢ $60^{\circ}$ | LL＇I | L06 |  | 6 ¢9 | 80.0 | $\varepsilon{ }^{\prime} \mathrm{I}$ | $0 \cdot 0$ | ャ9 | 0.0 | 00 | 9．$\varepsilon 6$ | Lt | ZV＇uoson ${ }_{\text {L }}$ |
| 9I | 8E9「6I | E00－ | Iで0－ | E0Z＇I | 209＇86Z | $8 \dagger$ ¢ | ¢0\％ | $\varepsilon \cdot \downarrow$ | 9.1 | L＇8 | 00 | $\varepsilon \cdot \downarrow$ | $0 \cdot \angle 8$ | $\varepsilon \tau$ |  |
| $\dagger 乙$ | t9I＇8I | $6 t^{\circ} 0^{-}$ | 9900 | LL6 | ¢¢I＇68t | IOS | ¢0．0 | 60 | $0 \cdot 0$ | 6.7 | 00 | 6.7 | ［＇t6 | $\dagger \mathcal{L}$ | HO＇орәоц |
| 911 | Z8E＇SI | S $L^{\circ} 0^{-}$ | 0［ ${ }^{-}{ }^{-}$ | ¢ L0＇I | 0IL＇80L＇I | E89＇I | t0 0 | ¢ ${ }^{\circ}$ | $0 \cdot 0$ | で9 | 00 | $\varepsilon^{\prime} Z$ | $¢^{\text {c }}$［6 | 0¢ I |  |
| 6I | 199＇zて | 9900－ | 01＊I | ¢Z8 | 0Iでし6t | E09 | t0 0 | 6.1 | $0 \cdot 0$ | $6{ }^{\circ}$ | $0 \cdot 0$ | $0 \cdot 0$ | ［＇L6 | $\varsigma \mathcal{L}$ | VM＇ruore ${ }_{\text {L }}$ |
| 02 | 66S＇LI | E0 I | $6 *^{\circ} 0$ | ャてI＇I | 816‘88E | $9 t \varepsilon$ | ¢0\％ | $t^{*} \mathrm{I}$ | $0 \cdot 0$ | $\dagger^{*} \varepsilon$ | $\dagger$ ¢ $\mathcal{L}$ | $0 \cdot 0$ | ［＇E6 | 62 |  |
| $0 Z$ | 888＇とZ | ［ ${ }^{\circ} 0^{-}$ | 010－ | ILE＇I | 9ャ0＇z9を | I6I | 90.0 | I＇I | $0 \cdot 0$ | $\dagger^{\circ} \mathrm{E}$ | 000 | 69 | L＇68 | 62 |  |
| 9¢ I | てカカ「0て | $\varepsilon \nleftarrow 0^{-}$ | $9 t^{\circ}$ | Z\＆0＇I | 9ZS＇9t6＇I | 988＇I | ¢0．0 | $\varepsilon \cdot 1$ | ${ }^{\circ} 0$ | $\varepsilon \cdot \downarrow$ | 00 | $\varepsilon \cdot \square$ | $\dagger^{+16}$ | 291 | II－OW＇s！not ${ }^{\text {PS }}$ |
| 87 | 008 ${ }^{\text {¢ }}$ I | $\varepsilon \nleftarrow \cdot 0$ | 9t0 $0^{-}$ | I89 | LtL＇z\＆ร | z8L | t0．0 | $L \cdot 0$ | 0.0 | 0 ¢ | 000 | 0 ¢ | 0.06 | 0t | VW＇ppoy®u！uds |
| IZ | 860＇$\varepsilon$ I | Z8．0 | £ ${ }^{\circ} 0$ | $8 \pm 6$ | 8\＆0＇6LZ | ＋6て | ¢0\％ | $\varsigma^{\prime} 乙$ | $0 \cdot 0$ | $\varepsilon \cdot \varsigma$ | 00 | ¢．0I | でャ8 | 6I | VM＇әueyods |
| $\varepsilon I$ | \＆9と＇ひI | LE＊0 | $87^{\circ} \mathrm{I}^{-}$ | \＆9L | て\＆6＇LEZ | てIE | t0 0 | $9 \cdot 0$ | $0 \cdot 0$ | $0 \cdot 0$ | 00 | ¢ ${ }^{\text {c }}$ I | $\bigcirc \cdot L 8$ | 91 | NI＇puəg чınos |
| 8I | LI0＇$¢$ I | ¢L＇I－ | $66^{\circ}$ | $9<9$ | 68t ${ }^{6} 9$ č | $6 L \varepsilon$ | E0\％ | 90 | $0 \cdot 0$ | I＇L | 0.0 | I＇L | L＇S8 | $\dagger$ I | V7＇Kı！ |
| III | ¢6L＇0Z | $L Z^{\circ} 0$ | $6 Z^{\prime}$ I | StI＇I | 980＇ttL＇I | EZS＇I | ¢0．0 | $\varepsilon \cdot \varepsilon$ | $0 \cdot 0$ | $I^{\prime} \mathrm{S}$ | 00 | ガL | $¢^{\prime} \angle 8$ | $9 \varepsilon 1$ |  |
| 97 | ZII＇8 | $88^{\circ} 0$ | $9 t^{\circ} \mathrm{I}^{-}$ | StL | ¢Zで88¢ | IZS | E0＊0 | t＊0 | $0 \cdot 0$ | で6I | 00 | $8^{\circ} \varepsilon$ | 6.94 | 97 |  |


|  |
| :---: |
|  |

## Appendix C <br> Calculation of Fixed Costs of Vehicle Ownership and Average Fuel Economy

To calculate the fixed costs of vehicle ownership we divide the households in our sample into three income groups ( $0-29,999 ; 30,000-59,999 ; 60,000+$ ) and calculate an average cost of vehicle ownership based on the makes, models and vintages of automobiles owned by households in that group.

In general, the cost of owning a car of vintage $v$ in 1990 would be the cost of buying that car in 1990, $P_{v}$, times the sum of the rate of interest $(r)$ and the rate of depreciation $(d)$, plus insurance costs, $I_{v}$.

Fixed Costs of Car Ownership $=(r+d) P_{v}+I_{v}$.
Unfortunately, our data on insurance costs, average insurance expenditures per auto (Insurance Information Institute), are available only at the state level and do not vary with make, model or vintage. We assume $r=0.10$ and $d=0.05$. To compute an average value of $P_{v}$ for each income group we divide the vehicles owned by each income group into three vintage categories-New (1991-1987), Medium (1986-1980) and Old (1979-1975). As Table A. 1 indicates, higher income households are more likely to own newer cars.

Table A.1. Car Vintage by Income Class (\%)

|  | Income |  |  |
| :---: | :---: | :---: | :---: |
| Vintage | High | Medium | Low |
| Old | 11.9 | 18.7 | 27.4 |
| Medium | 39.8 | 43.6 | 46 |
| New | 48.3 | 37.4 | 26.6 |

For each of the 9 vintage/income groups in Table A. 1 we selected the 10 make/model combinations owned by the greatest number of households. An average value of $P_{\nu}$ was calculated by weighting 1990 Kelley Blue Book suggested retail prices for each of the 10 make/model combinations by the share of consumers buying each model. The resulting average prices are shown in Table A.2.

Table A.2. Average Car Price by Vintage and Income Class (\$)

|  | Income |  |  |
| :---: | :---: | :---: | :---: |
| Vintage | High | Medium | Low |
| Old | 1645 | 1540 | 1528 |
| Medium | 4225 | 3721 | 3538 |
| New | 12629 | 10568 | 9296 |

The average price for each income group was computed by weighting $P_{v}$ for each vintage by the fraction of the income group buying that vintage (Table A.1).

Average fuel economy was calculated in a similar fashion, based on the fuel economy of top ten selling make/model combinations in each income/vintage class. The average miles per gallon for each income group was computed by weighting the numbers in Table A. 3 by the fraction of the income group buying that vintage (Table A.1).

Table A.3. Average Miles per Gallon by Vintage and Income Class

|  | Income |  |  |
| :---: | :---: | :---: | :---: |
| Vintage | High | Medium | Low |
| Old | 14.2 | 14.2 | 14.2 |
| Medium | 22.5 | 24.6 | 22.5 |
| New | 24 | 24 | 25.5 |


[^0]:    ${ }^{1}$ For a survey of the literature on the causes of metropolitan suburbanization see Mieszkowski and Mills (1993).

[^1]:    ${ }^{2}$ For a review of the literature, see Badoe and Miller (2000).

[^2]:    ${ }^{3}$ The locations of the CBDs are given by the 1982 Economic Censuses Geographic Reference Manual, which identifies the CBDs by tract number. For polycentric cities, we have computed this measure in reference to the main CBD.

[^3]:    ${ }^{4}$ For households residing in the urbanized portion of the 131 largest metropolitan areas, work trips account for approximately 33 percent of miles driven, "family business" trips for $19 \%$ of miles driven and shopping trips for $11 \%$ of miles driven, based on data in the 1990 NPTS Trip File.
    ${ }^{5}$ The sources of data for our jobs-housing balance measure, as well as for all other variables are given in Appendix A (Data Appendix.)

[^4]:    ${ }^{6}$ We attempted to construct population centrality and jobs-housing balance measures for the 131 largest MSAs (defined in terms of population). Data were, however, available for both measures for only 122 of these MSAs. ${ }^{7}$ Adding jobs-housing imbalance to this regression raises the $R^{2}$ to only 0.13 ; hence our two sprawl measures capture different phenomena.
    ${ }^{8}$ Appendix B presents summary statistics for sprawl and transit variables for all cities in our sample.

[^5]:    ${ }^{9}$ Residential location is known only at the zip code level (rather than the census tract) in the 1990 NPTS.

[^6]:    ${ }^{10}$ The impact on our results of deleting New York City residents from our sample is noted below.

[^7]:    ${ }^{11}$ The fact that an increase in rail miles supplied increase the chances of riding the bus to work or walking requires further explanation. It is possible that rail supply is picking up some of the effects of population density.
    ${ }^{12}$ This result continues top hold when NYC residents are omitted from the analysis. The a $10 \%$ increase in population reduces the chance of driving by 2.6 percentage points, while a $10 \%$ increase in jobs-housing balance increases the probability of driving by 1.1 percentage points.

[^8]:    ${ }^{13}$ The most common form of missing data occurs when a household fails to report miles driven for one of its vehicles.
    ${ }^{14}$ Formally, for each possible vehicle bundle the household chooses the optimal number of miles to drive each vehicle. These demand functions, when substituted into the household's utility function, yield an indirect utility function, conditional on owning a particular vehicle bundle. The discrete choice of how many vehicles to own is made by comparing the conditional indirect utility of each vehicle bundle.

[^9]:    ${ }^{15}$ Note that equations (2) and (3) include a dummy variable (Rail Dummy) equal to one if a rail system is present and

[^10]:    zero if it is not. Rail Supply may therefore be interpreted as the product of rail miles supplied and the Rail Dummy.

